A versatile implicit iterative approach for fully resolved simulation of self-propulsion
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ABSTRACT

We present a computational approach for fully resolved simulation of self-propulsion of organisms through a fluid. A new implicit iterative algorithm is developed that solves for the swimming velocities of the organism with prescribed deformation kinematics. A solution for the surrounding flow field is also obtained. This approach uses a constraint-based formulation of the problem of self-propulsion developed by Shirgaonkar et al. [1]. The approach in this paper is unlike the previous work [1] where a fractional time stepping scheme was used. Fractional time stepping schemes, while efficient for moderate to high Reynolds number problems, are not suitable for zero or low Reynolds number problems where the inertia term in the governing equation is absent or negligible. In such cases the implicit iterative algorithm presented here is more appropriate. We validate the method by simulating self-propulsion of bacterial flagellum, jellyfish (Aurelia aurita), and larval zebrafish (Danio rerio). Comparison of the computational results with theoretical and experimental results for the test cases is found to be very good.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

We present a fully resolved simulation (FRS) scheme to compute the self-propulsion of organisms in a fluid. In this work, fully resolved simulation implies that the fluid-solid coupling is not modeled (e.g. by using drag models) but instead the flow around the swimming body is fully computed.

FRS techniques for self-propulsion are relevant in several interdisciplinary areas, e.g., it can be useful to understand the complex interactions between the neuronal, sensory, muscular, and mechanical components of locomotor systems [2]. The maneuverability and efficiency of fish are inspiring new styles of propulsion and maneuvering in underwater vehicles [3]. FRS techniques can serve as a design tool for these applications. FRS can also be an effective tool to investigate the influence of mechanics on the evolution of fish form and function [4].

One FRS approach is to solve the fully coupled elastic body-fluid equations [5,6]. This approach typically takes as input a force field inside the swimming body and outputs the deforming motion and the swimming velocity of the body, and the surrounding flow field. It requires experimental information or an ad-hoc estimate on muscle forcing. Muscle forces are typically not available from experiments since it is currently beyond what is understood for best characterized systems.

There are two other classes of FRS approaches: one approach is to simulate the flow around propelling organisms at a specified constant swimming velocity [7,8] and specified deforming motion (kinematics). The other approach is to solve for the swimming velocity of the self-propelling organism together with the surrounding flow field [1,9–14] when the deformation kinematics are specified. It is this latter approach that is of interest in this work. Since the deformation kinematics are specified, it excludes the need to solve the elastic response of the body and the fins. Deformation kinematics can be obtained from experimental motion capture data [15].

Motivated by the need to develop an FRS technique that can efficiently handle swimming bodies of a variety of shapes and across different swimming styles, we recently developed a new constraint-based approach [1] for self-propulsion with specified deformation kinematics. In this approach it is assumed that the entire domain is a fluid. It is ensured that the “fluid” occupying the domain of the swimming body moves according to the specified deformation kinematics by imposing a constraint. The unknown pertaining to the body motion is the non-deforming component of its motion which is the swimming velocity. A coupled solution in the fluid-body domains gives the swimming velocity of the body and the velocity field of the fluid. Constraint-based approaches for rigid body motion [16,17] or specified velocity fields [18] have been reported in the past.

Shirgaonkar et al. [1] used a fractional time stepping scheme to solve the constraint-based equations for self-propulsion. This algorithm, while efficient for moderate to high Reynolds number problems, cannot be used at zero Reynolds number. This is because the time derivative term in the momentum equation, upon which the fractional time stepping approach is based, is absent in Stokes’ flow.
conditions. The approach can also be less efficient for low Reynolds number problems where the inertia term in the governing equation is negligible. In such cases an implicit iterative algorithm is required or preferred [19,20]. This is similar to the how iterative solvers such as SIMPLER [21] are used to obtain steady state or Stokes flow solutions in fluid dynamics instead of using Chorin-type [22] fractional time stepping schemes.

First, we present a new implicit iterative algorithm which we refer to as the Fully Implicit Iterative Self-Propulsion Algorithm (FIISPA) to solve the constraint-based governing equations for self-propulsion. This is a versatile approach that can be easily used to simulate self-propulsion of any fish morphology. FIISPA can perform quasi-Stokes simulation of self-propulsion at zero Reynolds numbers, unlike our previous scheme [1]. However, it is also applicable to problems over a range of Reynolds numbers. Next, we apply our algorithm to the prediction of swimming velocity of live swimming organisms. While there have been comparisons between computed and experimental forces on swimming fish [23], to the best of our knowledge, there has been no direct comparison between swimming velocities computed by self-propulsion simulations and experimental data from live swimming organisms during complex motion.

In Section 2 we present the constraint-based formulation for self-propulsion. Section 3 presents the implicit iterative algorithm and its implementation. In Section 4 we present validation of this method by simulating self-propulsion of bacterial flagellum, jellyfish, and larval zebrafish. Section 5 gives concluding remarks.

2. Mathematical formulation

The constraint-based formulation for self-propulsion is summarized below [1]. Consider a generic organism consisting of a “body” domain \( \Omega_b \). The total computational domain, \( \Omega \), includes \( \Omega_b \) and the fluid domain \( \Omega_f = (\Omega - \Omega_b) \). The boundary of \( \Omega \) is \( \partial \Omega \), and that of \( \Omega_b \) is \( \partial \Omega_b \). Although we consider a single immersed body for convenience, the formulation and the algorithm can be easily extended to multiple bodies. Decompose the velocity field inside the swimming body as \( u = u_r + u_d \), where \( u_r \) is the rigid motion component of the body velocity and \( u_d \) is the deforming motion component of the body velocity in its own reference frame. \( u_r \) can represent undulations of a membrane (e.g. pectoral fins), or the organism’s body (e.g. eel). It can also be a combination of motion of the body and the appendages. The specified deformation kinematics \( u_d \) are the only motion input required by this formulation. The translational and rotational swimming velocities of the body, which form its rigid motion \( u_r \), are obtained as a solution.

The key idea behind the constraint-based formulation is to assume that the swimming body is a fluid. However, the “fluid” within the body domain has only six degrees of freedom corresponding to its rigid component of motion. The deformation component \( u_d \) of its velocity field is known. Hence, to ensure that the “fluid” within the body domain moves like a swimming body, the following constraint must be imposed on the velocity field \( u \) in the body domain,

\[
\nabla \cdot (\mathbf{D} (\mathbf{u} - \mathbf{u}_r)) = 0 \quad \text{in} \quad \Omega_b, \quad (1)
\]

The constraint in Eq. (1) imposes a requirement that the deformation rate tensor associated with the rigid motion component \( u_r \) of the body is zero in \( \Omega_b \). The governing equations for the combined fluid-body domain are cast as if the entire domain is a fluid and are given by [1],

\[
\rho \frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot \mathbf{p} = -\nabla p + \mu \nabla^2 \mathbf{u} + \mathbf{f} \quad \text{in} \quad \Omega, \quad (2)
\]

\[
\nabla \cdot \mathbf{u} = 0 \quad \text{in} \quad \Omega, \quad (3)
\]

\[
\nabla \cdot (\mathbf{D} (\mathbf{u} - \mathbf{u}_r)) = 0 \quad \text{in} \quad \Omega_b, \quad (4)
\]

\[
\mathbf{D} (\mathbf{u} - \mathbf{u}_r) \cdot \mathbf{n} = 0 \quad \text{on} \quad \partial \Omega_b, \quad (5)
\]

\[
\mathbf{u} = \mathbf{u}_r \quad \text{on} \quad \partial \Omega, \quad (6)
\]

where \( \mathbf{u} \) is the velocity field, \( p \) is the pressure, \( \rho \) is the density in the fluid-body domain assumed constant and the same everywhere (this is often reasonable for fish swimming, however, extension to unequal densities in the fluid and body domains is straightforward [24]), and \( \mu \) is the viscosity of the fluid. An incompressible Newtonian fluid is assumed. However, other constitutive forms can be used without any fundamental difficulty. Gravitational body force is not considered since it is balanced by the hydrostatic pressure component in the entire domain. Note that the constraints in Eqs. (1)–(4) are equivalent. Thus, in this formulation the governing equations for the fluid are applicable in the entire domain. To account for the presence of an immersed body there is an additional force density \( \mathbf{f} \) in the momentum equation due to the rigidity constraint in Eq. (4). \( \mathbf{f} \) is non-zero only in the body domain. The interface conditions at the fluid-body boundary mutually cancel since the boundary is now internal to the combined fluid-solid domain. This formulation can be conveniently, although not necessarily, implemented by an immersed boundary type approach.

3. An implicit iterative algorithm for self-propulsion

In this work, we solve the governing equations for self-propulsion by a new algorithm that generalizes the SIMPLER approach for fluid flow [21] to account for the presence of a swimming body. We use a control-volume formulation with staggered grids. An implicit scheme is used for temporal discretization. Fig. 1 shows the notation for a typical main control volume node \( P \). The domain of our problem is
divided in control volumes of lengths $\Delta x$, $\Delta y$, and $\Delta z$ in the $x$, $y$, and $z$ directions, respectively. The pressure, $p$, is defined on the main control volume, while the $x$, $y$, and $z$ components of the velocity, $u$, $v$, and $w$, respectively, are defined on staggered control volumes. The immersed body is represented by a collection of material points that overlay the background Eulerian grid. The location of a material point is given by the variable $X$. The body force at a staggered control volume location, due to the kinematic constraint, is given by $f$. In our notation, a subscript on a variable represents the node where the variable is defined. For the body forces the direction of the force is indicated as a sub-subscript. For example, $f_{x}$ represents the $x$ component of the vector force at node $e$, and $u_{e}$ represents $u$ velocity at node $e$. We also use subscripts $m$ to denote a material point. For example, $X_{m}$ is the location of the material point $m$.

3.1. Discretization

The continuity Eq. (3) is discretized at the main control volumes. At a typical main control volume, associated with node $P$, it is given by

$$
(u_{x} - u_{w})\Delta y\Delta z + (v_{n} - v_{y})\Delta z\Delta x + (w_{i} - w_{y})\Delta x\Delta y = 0.
$$

(7)

The momentum Eq. (2) is discretized at the staggered control volumes. The discretized momentum equation at a typical control volume in the $x$ direction is given by

$$
a_{i}u_{x} = \sum a_{nb}u_{nb} + (p_{p} - p_{f})\Delta y\Delta z + f_{x}\Delta V.
$$

(8)

where subscript $nb$ denotes the respective neighboring nodes, $\sum$ denotes summation over all the neighboring nodes, and $\Delta V = \Delta x\Delta y\Delta z$. The coefficients $a_{i}$ are obtained from the spatial and temporal discretizations of the momentum equation (see [21] for details). Momentum equations in the other directions are obtained similarly.

3.2. The FIIwSPA algorithm

The sequence of steps of FIIwSPA is shown in Fig. 2. Steps 8 and 9 (dashed box), described below, are the additional steps compared to the SIMPLER algorithm [21] to solve the constraint-based formulation for self-propulsion. At convergence Eq. (4) requires that the velocity field $\bar{u}$, at the end of Step 7, should be such that $\bar{u} - u_{r}$ is a rigid motion in the body domain. In general this condition is not satisfied during intermediate iterations. To eventually get the correct velocity field in the body domain, the force field $f$ in the body domain should be corrected using the following equation:

$$
f = f^{m} + f^{r}.
$$

(9)

The force correction $f^{r}$ is calculated by assuming it to be proportional to the velocity correction $u^{r}$ required in the body domain:

$$
f^{r} = \alpha \frac{\rho}{\Delta t} u^{r}.
$$

(10)

where $\alpha$ is a relaxation parameter. We chose to use $\alpha = \frac{\rho}{\Delta t}$ as the proportionality factor, however, some other factor could also be chosen. The final converged solution is independent of this choice. The appropriate values for $\alpha$ will be problem dependent; in this work the typical values ranged from $0.5$ to $0.8$. A similar approach for force correction in the context of rigid body motion was presented earlier [20]. $u^{r}$ is given by

$$
u^{r} = u_{r} - \bar{u},
$$

(11)

where $u_{r}$ is velocity field in the body domain that satisfies the constraint in Eq. (4). Thus, $u_{r}$ can be decomposed into rigid ($u_{r}$) and deformation ($u$) velocity fields in the body domain:

$$
u_{b} = u_{r} + u.
$$

(12)

The rigid component of motion, $u_{r}$, can be written as

$$
u_{r} = U + \omega \times r.
$$

(13)

where $U$ is the translational velocity, $\omega$ is the angular velocity, and $r$ is position vector with respect to the center of mass of the body. It follows from Eqs. (11) and (12), that $\nu_{r}$ must be zero, otherwise it would incorrectly lead to a net external force or torque on the self-propelling body. These conditions are satisfied if $U$ and $\omega$ are calculated as follows [1]:

$$
MU = \int \rho (\bar{u} - u_{r}) dx,
$$

(14)

$$
I\omega = \int \rho r \times (\bar{u} - u_{r}) dx.
$$

(15)

where $M$, $I$, and $\rho$ are the mass, moment of inertia, and density of the body, respectively.

To summarize, in Steps 8 and 9 of the algorithm, the calculation of $U$ and $\omega$ leads to $\nu_{r}$ according to Eqs. (11)–(13). The force correction is then computed using Eq. (10) and the force field in the body domain is updated according to Eq. (9). To do these computations the velocity field $\bar{u}$ obtained at the end of Step 7 of the algorithm is projected on to the material points defining the solid domain by using a delta function interpolation scheme [25]. The calculation of $\nu_{r}$ (see Eqs. (11)–(13) is performed at the material points and then projected on to the Eulerian grid using delta functions [25]. The force correction $f^{r}$ according to Eq. (10) and the force update according to Eq. (9) is calculated on the Eulerian grid. Note that the velocity field is not corrected in this step. In our simulations, at convergence $f^{r}$ is less than 1% of $f$.

4. Results

In this section we validate the method by focusing on three applications: i) flagellum (Section 4.1), ii) jellyfish (Aurelia aurita; Section 4.2), and iii) larval zebrfish (Danio rerio; Section 4.3). These cases have been chosen to demonstrate the capability of our approach at Stokes flow conditions (flagellum) and moderate Reynolds numbers (jellyfish, zebrfish), to demonstrate easy application of the method to different organisms, and to quantitatively compare simulation results with experimental data (jellyfish and zebrfish). Additional validations of the method for toroidal swimmers and a moving flat plate normal to the flow are presented in [26].

We used a uniform Cartesian grid with zero velocities at the boundaries of the computational domain for all the test cases. For each case we verify convergence by plotting $L_{\infty}$, $L_{1}$, and $L_{2}$ error norms. The error norms are calculated at constant Courant-Friedrichs-Lewy (CFL) number, i.e., for $\Delta t = \Delta x = \text{constant}$, where $c$ is the velocity scale of the problem. In all cases the lateral velocity that causes the deformation of the swimming organism was used as the velocity scale. The approach is first-order in all cases. This is expected because of the immersed boundary implementation and first-order temporal update of the swimming body. It is noted that our constraint-based formulation can be implemented by body fitted, arbitrary Lagrange-Eulerian, or immersed methods. We chose the immersed boundary implementation due to the ease and applicability of this approach to different morphologies. However, if our approach is implemented by an
Fig. 2. The FISPA flowchart. The gray dashed rectangle indicates the steps added to the SIMPLER algorithm to solve the constraint-based formulation of the problem of self-propulsion.
immersed interface type approach together with higher-order update schemes then it could potentially lead to higher-order schemes. The body is represented by material points with spacing approximately equal to that of the Eulerian grid for fluid equations. Since the body is explicitly updated based on the swimming velocity and deformation kinematics, the solution is stable and converges when the CFL is $O(1)$ or less.

4.1. Flagellum

A flagellum usually propagates plane waves or helical waves. Here, we consider both of these motions and compare our swimming velocity calculations with previous analytic solutions. To demonstrate convergence, we consider a finite thin flagellum with one wavelength, $\lambda$, along its length. The flagellum propagates a plane wave given by $y = \eta \sin(kx - \omega t)$, where $\eta$ is the wave amplitude, $k$ is the wave number which is related to the wavelength by $k = 2\pi/\lambda$, and $\omega$ is the angular frequency. We used a domain size of $(L_x, L_y, L_z) = (2\lambda, 0.5\lambda, 0.5\lambda)$, the Reynolds number based on wavelength and angular frequency was equal to $Re = \frac{k \lambda}{\mu} = 2.5$, and $\Delta t = 0.15$. The number of grids were equal in the $x$, $y$ and $z$ directions for each of the simulations (i.e. $N_x = N_y = N_z$). We considered a constant CFL such that $\Delta t/\Delta x = 0.2315$ s cm$^{-1}$. The flagellum was modeled as a one dimensional array of material points with one material point per grid. This choice was made per the recommendation in a prior study [27]. The chosen material point density led to no leakage of fluid equations. Since the body is finite, the solution is stable and converges when the CFL is $O(1)$ as discussed above.

To demonstrate accuracy we consider the propulsion of flagella that propagate plane or helical waves as a function of wave amplitude. The plane wave motion was given above, and the helical wave motion was given by $y = \eta \sin(\theta - \omega t)$ and $z = \eta \cos(\theta - \omega t)$, where $\eta$ is the wave amplitude, $\theta$ is a parameter of position, and $\omega$ is the angular frequency. For this set of simulations, we consider a finite flagellum of radius $\lambda/2$ with one wavelength along its length, and wavelength $\lambda$ ($\theta$ goes from 0 to $2\pi$ in one wavelength). $Re = 2.5$ based on wavelength and angular frequency. The fluid domain size was $(3\lambda, 0.5\lambda, 0.4\lambda)$ in the $x$, $y$, and $z$ directions, respectively. The grid resolution was $(N_x, N_y, N_z) = (90, 60, 40)$. The time step was equal to 1.93 ms. The average swimming velocity was calculated from our computations. The average swimming velocities were calculated from one complete wave cycle in steady swimming. The chosen material point density led to no leakage of fluid equations. Since the body is finite, the solution is stable and converges when the CFL is $O(1)$ as discussed above.

4.2. Jellyfish

Self-propulsion simulations of an idealized jellyfish [6] and the crystal jellyfish Aequorea victoria [14] have been reported previously. To test our computational method for jet-based propulsion we used experimental kinematics data of the jellyfish Aurelia aurita provided by John Dabiri (California Institute of Technology) [29]. The data consisted of the deforming motion of the jellyfish (maximum diameter of approximately 10 cm) with a time resolution of 30 frames per second. The data were given with respect to a reference frame attached to the top end of the jellyfish. Although the swimming velocity of the jellyfish was available from experiments, it was not used in the simulations. Only deformation kinematics were input to the code which solved for the swimming velocity of the jellyfish.

The inset of Fig. 5 depicts the jellyfish outline at the start (black line) and at the end (gray line) of a body contraction. The jellyfish outline was revolved around the axis of symmetry to obtain the three-dimensional jellyfish shape. The grid resolution was $(N_x, N_y, N_z) = (20, 24, 20)$ cm. The density and viscosity of the water were taken as $\rho = 1$ g/cm$^3$ and $\mu = 0.01$ g/(cm s). The Reynolds number based on the calculated swimming velocity and the maximum radius is around 750.

Fig. 3B shows first-order convergence based on jellyfish simulations. In this set of simulations the CFL was constant such that $\Delta t/\Delta x = 0.0216$ s cm$^{-1}$. To validate the approach, the numerically solved swimming velocity was compared to the experimental values for time varying complex motion. It can be observed from Fig. 5 that our computational method is able to predict time dependent motion favorably. The main difference between the experimental and computational result is the minimum of the swimming velocity during the relaxation period of the jellyfish. It is possible that the marginal fins on
the jellyfish, which were not included in our simulation, have the effect of reducing the time variation of the forward swimming velocity. Fig. 6 shows a perspective view of the flow field and vortex structure of the jellyfish swimming at the moment of body contraction. The figure clearly illustrates the prominent central jet of the jellyfish swimming during the contraction period. The vortex rings generated by this jet can also be seen. This is in agreement with the experimentally observed flow features [29].

4.3. Zebrafish

In order to validate our computational code for undulatory swimming we used experimental kinematics data of a larval zebrafish (Danio rerio) provided by Melina Hale (The University of Chicago) [30]. The fish was 0.4 cm in length. It had been genetically modified to not develop pectoral fins [30]. The motion of the zebrafish with respect the lab frame were provided with a time resolution of 0.001 s. The kinematics were for approximately four cycles where the zebrafish starts from rest, accelerates while deforming the body, and then gradually decelerates while reducing the wave amplitude. Kinematic data were collected for a total of 0.182 s. Using a lateral view of the zebrafish, a three dimensional surface of the zebrafish was generated. After subtracting the forward swimming velocity of the front end of the zebrafish from the kinematics, the locations and velocities of the internal material points of the zebrafish were input to the code. The domain size considered for this case was \((L_x, L_y, L_z) = (0.4, 1.0, 0.2)\ cm\). The density and viscosity of water were taken as \(\rho = 1\ g\ cm^{-3}\) and \(\mu = 0.01\ g/(cm\ s)\). The Reynolds number based on the calculated swimming velocity and the body length is around 30.

Fig. 3C shows first-order convergence based on zebrafish simulations keeping \(\Delta t/\Delta x = 0.08\ cm^{-1}\). Fig. 7 shows a comparison between the computed and experimental swimming velocities for time varying complex start-up and stopping motion. The differences in the computed and experimental values may be due to two factors, among others: 1) the experimentally measured zebrafish could have experienced a higher drag force due to the proximity of the bottom wall (it was in a petridish), 2) a slight change in the kinematics due to the smoothing and interpolation of the experimental data to obtain a finer time resolution for the simulation. In spite of these factors, the comparison is very favorable.

Fig. 8 shows a perspective view of the zebrafish and the axial vorticity \(|\omega_y| = 70\ s^{-1}\). The isosurfaces of vorticity are shown in red (positive) and blue (negative). The axial vorticity generated by the undulation motion of the zebrafish is similar to that reported previously for eels [12] which also swim using body undulations.

5. Conclusions

We presented a computational approach for fully resolved simulation of self-propulsion of organisms through a fluid. An implicit iterative algorithm, named FISPA (Fully Implicit Iterative Self-Propulsion Algorithm), is developed that solves for the swimming velocity of the organism for prescribed deformation kinematics. A solution for the surrounding flow field is also obtained.
The key novelties of our approach are: First, it is based on a new constraint-based formulation for the problem of self-propulsion with specified deformation kinematics [1]. Second, the FIISPA algorithm is shown to be a simple modification of the SIMPLER algorithm for fluid flow. It is especially effective in zero or low Reynolds number swimming unlike prior fractional time stepping-based schemes [1]. It is also applicable at higher Reynolds numbers. The FIISPA algorithm (step 8 and 9 of the algorithm) shows how the constraint, based on deformation kinematics, for the self-propulsion problem can be implemented analogous to how the incompressibility constraint is imposed in pressure-based schemes for fluid flow [21]. FIISPA does not need the specification of the entire velocity field in the domain of the swimming body but allows for six degrees of freedom to determine the swimming velocity of that body. Additional equations of motion for the swimming body are not required.

An immersed body or a body fitted grid approach can be used to implement the FIISPA algorithm. We chose an immersed body implementation since it can be easily applied to different fish morphologies and swimming styles, and potentially also to flying organisms.

We have demonstrated the applications of our approach to a variety of morphologies and swimming styles that span a range of Reynolds numbers. The cases considered were bacterial flagellum, jellyfish, and larval zebrafish. The jellyfish and zebrafish cases were validated against experimental data. We are not aware of prior work where a fully resolved simulation of self-propulsion has been validated based on experimental data for live swimming organisms during complex motion.

The FIISPA algorithm is a modular modification of the SIMPLER algorithm. Thus, it can be incorporated without much difficulty into existing fluid flow solvers or any of the commercial packages for fluid flow. Many leading commercial vendors use pressure-based schemes like the SIMPLER algorithm. The approach can also be applied to swimming in non-Newtonian fluids. FIISPA can also be a powerful design tool to develop biomimetic underwater vehicles and for integrative neuromechanical modeling.
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