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Abstract

In wireless sensor and actor networks (WSANS), a group of sensors and actors are connected by a wire-
less medium to perform distributed sensing and acting tasks. Sensors usually gather information in an event
area. They pass it on to actors, which are resource-rich devices that take decisions and perform necessary
actions. Therefore, it is vital to maintain connections between sensors and actors for effective sensor-actor
coordination. In this paper, we first define several sensor-actor connection requirements, including weak
and strong actor-connectivity, and then propose several local solutions that put as many sensors as possi-
ble to sleep for energy saving purposes, while meeting different actor-connectivity requirements. We also
prove the relationship between the proposed actor-connectivity and the connectivity in regular graphs, which
helps with the implementation of the proposed solutions. Comprehensive performance analysis is conducted
through simulations.
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1 Introduction

Recent technological advances have lead to the emergence of distributed hybrid sensor networks consisting
both resource-rich sensor devices (caldetiorg and resource-impoverished sensor devices (cakadors

Such a network, called a wireless sensor and actor network (WSAN) [1, 9, 13, 15], is shown in Figure 1. In this
figure, sensors are represented as circles and actors as triangles. Actors are connected among themselves
to the sink through special channels.

Typically, when sensors detect a phenomenon, they either transmit data to actor nodes (also called actuator
which then initiate appropriate actions, or route data to the sink which then issues action commands to actors. |
this paper, we focus on the former approach, also called automated architecture [1], where actors are deploye
to perform distributed actuation tasks upon the environment. For example, a smoke detector (sensor) reports
fire event to one or several nearest water sprinklers (actors) instead of the distant central control system (sink
The water sprinkler(s) then perform an action and report the event to the central system for further processing

There are two types of coordinations: actor-actor and actor-sensor. In this paper we focus only on the
actor-sensor coordination. The number of actors is relatively small and since they are resource-rich device
with a long transmission range, their connection to the sink can be treated in a relatively easy way [9, 18]. For
example, a separate wireless interface can be used to communicate with neighboring actors so they can perfot
long-range communication without any involvement from the sensors.

Existing actor-sensor coordination focuses on energy-efficient connectivity from a sensor to a nearby actor
The approach in [12] borrows the concepts of efficient routing protocols for wireless sensor networks (WSNSs).
It constructs a tree rooted at the event source sensor to perform a reverse tree-based anycast routing to a nea
actor. Some other approaches construct a cluster structure with each cluster being a tree rooted at an act
triggered by an on-the-fly event, thus minimizing the routing energy expenditure [17], or constructed only once
during the network initialization to route data from a sensor to a nearby actor through a maximum remaining
energy path [18]. In [4], energy efficiency is achieved through topology control where each sensor adjusts
its transmission range while preserving actor connectivity. However, none of these existing approaches ar
localized. In a local solution, unlike the traditional distributed solutions, a decision at each node is purely
based on local information and there is no information propagation.

In this paper, we use a different approach to construct a self-organizing framework for data routing from
sensors to actors. We first give a formal graph model for WSANs. We propose several local solutions for
maintaining different versions of sensor-actor connectivity by putting as many sensors to sleep as possible
while still considering area coverage and fault-tolerance. In these solutions, only neighborhood information
(neighbor set) is required, and location/distance information is not used. In addition, other issues such as sens
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Figure 1. A sample data gathering process in a WSAN with circles representing sensors and triangles repre
senting actors.

energy efficiency and delay sensitivity of individual routing paths are discussed. More specifically, instead of
finding efficient routes from sensors to actors in the entire network, we try to reduce the routing space by putting
as many sensors to sleep as possible to limit the energy consumption subject to the following two requirements

e Coverage each sleeping sensor has at least one neighbor that is either an active sensor or an actor.

e Connectivity: each active sensor is still connected to the same set of actors as it was before sensors
were put to sleep (callegersistent actor-connectivityr to at least one actor (called-least-one actor-
connectivity.

The coverage requirement is used to ensure the coverage of all the sensors which are discrete points. T
point coverage can approximate the area coverage, especially when sensors are densely deployed [5]. T
connectivity requirement ensures that information collected by any active sensor can be delivered to at least on
actor in at-least-one actor-connectivity. In certain situations, connection to one actor is not sufficient. Multiple
actors should be informed in order to make decisions of the most appropriate way of performing actions.

A sufficient degree of connectivity is needed to protect against the loss of sensors and actors due to failur
or battery depletion. To ensure a certain degree of fault-tolerance, the network should still meet the coverag
and connectivity requirement after removihg 1 arbitrary nodes (sleep sensors, active sensors, or actors). The
corresponding property is callédactor-connectivity. In addition, more active sensors and a higher connectivity
degree help to find a more efficient route in terms of delay.

We propose several local solutions that put as many sensors to sleep as possible while meeting differer
coverage and connection requirements. Note that we try to minimize the energy consumption in a single
iteration. Network activity is organized as a sequence of iterations, where a new schedule is decided at th

3



beginning of each iteration. Sensors can be scheduled to work in different iterations such that to balance th
energy consumption and to prolong the network lifetime. In this paper, we do not deal with the actual routing
protocol which can be designed on the active sensors derived from our methods.

In summary, we will focus on the following technical issues in this paper:

1. We give a formal graph model for WSANs and define several sensor-actor connections based on the
coordination requirement.

2. We develop two local solutions for the different versions of the sensor-actor connectivity.

3. We prove the relationship between the traditional connectivity in graph and the new defined sensor-actol
connectivity.

4. We extend the sensor-actor connectivity and the corresponding local solutions for fault-tolerant consid-
eration.

5. We conduct performance analysis through simulations on the proposed algorithms.

The rest of the paper is organized as follows: Section 2 reviews the related work in WSANs. Section
3 presents a graph model for WSANs and several connectivity requirements. The proposed local solution:
for different connectivity requirements are given in Section 4. The fault-tolerance extensions are presented ir
Section 5, followed by several properties in Section 6. Section 7 discusses several implementation issues ar
Section 8 presents the simulation results. The paper concludes in Section 9.

2 Related Work

The traditional wireless sensor networks (WSNSs) usually contain only a single sink and perform the sensing
in a distributed way. However the management is centralized at the sink. WSANSs contain actors in addition
to a sink and perform both distributed sensing and management. As shown in Figure 1, a WSAN is a two-tier
architecture with sensors on the lower layer and actors on the upper layer. Actors provide real-time distributec
management, they can coordinate among themselves, and they can communicate with the sink for furthe
instructions. WSANS can be used as an integral part of some novel, low-cost, high-performance systems [1
2,7, 11, 20], and can provide the infrastructure of various applications such as battlefield surveillance, nucleatr
biological, or chemical attack detection, and environmental or health monitoring. [1] provides a comprehensive
survey of WSANSs and related research issues.



Energy-efficient routing protocols is a major research issue for energy constrained WSNs. Many energy-
aware routing schemes that prolong network lifetime have been proposed [3, 14, 21]. WSANSs have two unique
coordinations compared with WSNSs [1]: actor-actor and actor-sensor coordinations. Therefore, routing proto-
cols designed for WSANSs should be both energy-efficient and coordination-sensitive. Additionally, the actor-
related distributed coordination raises a new research issue. Most of the existing works focus on the design c
a self-organizing framework for connecting sensors and actors. The proposed solutions under this framework
however, are distributed but not localized.

Some approaches construct a tree-structure rooted at each actor in a distributed way, and can be viewed
a many (sensor)-to-one (actor) connection. In [17], a sensor-actor connection model based on an event-drive
clustering paradigm is proposed, and in each cluster, a data tree is formed. Trees are created on-the-fly and &
triggered by an event. This approach considers the tradeoffs between energy efficiency and reliability in the
routing procedure. Location information via GPS is necessary in this approach. However, creating a routing
framework on-the-fly may require a high overhead. Also, the assumption of each sensor knowing the position:
of actors is rather strong. In [18], trees are formed in the initialization procedure and data is collected on
the paths with maximum remaining energy. A distributed actor-discovery protocol is developed without the
assumption of knowing the actor positions.

The tree-structure rooted at each sensor is also developed, which forms the many-to-many connection. [12
extends the protocols in WSNs for WSANs and proposes a reverse tree-based anycast routing structure.
constructs a tree rooted at the event source where actors can join and leave dynamically as the leaves of the tr
According to the detailed requirement, each sensor can choose to connect to one or more actors. In [19], evel
sensor finds paths connecting to each actor. Nodes are randomly put to sleep in this approach. Therefore, wh
constructing the tree to connect to each actor, not only distance but also the status (sleep/active) of the nod
is considered to balance the latency and energy consumption. A power-aware many-to-many routing structur
is proposed in [6]. Actors broadcast interests and register in each sensor. When data is collected, a sens
routes data to the corresponding registered actors. Routes are created in the registration procedure. Locati
information is necessary in this approach.

Some other issues in WSANSs are also discussed. For example, [11] discusses control engineering prol
lems and existing technologies in WSANs. In [9, 17], actor-actor coordination is addressed. [4] solves the
topology control problem in WSANSs considering both energy-efficiency and reliability. The communication
range of each sensor is adjusted to reduce total energy consumption while maintaining certain connectivity te
the actor(s). Like other topology control methods, this approach requires distance information.

The work proposed in this paper aims at minimizing the entire routing space instead of finding the exact
routes from sensors to actors. Our work differs from the other works by considering a qualified minimal



forwarding set for all the sensors, that meets the efficiency and reliability requirements. Note that in our papel
we measure the routing energy consumption in terms of hop counts as opposed to distance. We also consid
fault tolerance. That is, the selected forwarding set can tolerate the failures ofkup tonodes, including
actors. To the best of our knowledge, our work is the first to deal with fault tolerance in WSANs. We focus
on the development of localized solutions which rely only on local information, i.e., properties of hodes within
their vicinities. In addition, there is no sequential propagation of any partial computation result. In the proposed
algorithms, neither location nor distance information is needed. Only neighborhood information by exchanging
“Hello” messages is necessary.

3 Model

A WSAN is represented as an undirected grépk (V, E). V = SU A, whereS is the sensor set andlis the

actor set.E C (S x S)U (S x A) is the edge set for sensor-sensor and sensor-actor connections. There is no
direct connection between any two actors. They are connected indirectly through other means (such as speci
channels).

Figure 2 shows several sample WSANs. Each sensgf iis connected to one actor while each sensor in
G2 and (s is connected to two actors. A graghis actor-connected if each sensor is connected to an actor
through nodes 7. Note that an actor-connected WSAN does not imply that the whole graph is connected.
For example(G = G2 U G5 in Figure 2 is not connected, although it is actor-connected. Now suppose a subset
S’ of S'is put to sleep (for energy saving). We den6te= G[V — S'], i.e., the network after removingj .

Definition 1 Given an actor-connected netwark

e G is persistent actor-connected if it maintains the same actor-connectivityias, if a sensor, sleep or
active, is connected to an actor through nod&s,ithen it is still connected to the actor through nodes in

/

G.

e G is at-least-one actor-connected if each sensor, sleep or activeisnconnected to at least one actor
through nodes it .

Note that all of the above conditions imply coverage of sleep nodes. That s, each sleep node has at least or
neighbor that is an active sensor or an actor. Suppose sensors are densely deployed such that the given are
fully covered by sensors and actbr®ue to the coverage requirement, each sleeping node has at least one active

For simplicity, we assume each actor also has sensing capability with the same sensing range as a sensor.



Figure 2: Sample WSNAs.

neighbor to cover it. Therefore, the set of active sensors and actors still cover the whole area approximately
Connectivity varies depending on the required degree: persistent or at-least-one.

In Figure 2Gs, if $' = {54}, G'2 is persistent actor-connected since all sensors are still connected (through
active nodes) to both actors.gf = {s1, 82,54}, G'2 is no longer persistent but it is at-least-one actor-connected,
since all sensors are connected to at least one actor {e1@.a- via active sensoss). Note that traditional
clustering approaches [8, 16] can be used to meet the coverage requirement, where only clusterheads are acti
Such approaches, however, are not localized (there is information propagation). In addition, gateway node
need to be selected to ensure connectivity among clusterheads. Clustering approaches will not be discuss
further here.

Let us consider now a WSAN that is initially actor-connected. How can we remove some sensors (i.e.,
put them to sleep) while ensuring that the resultant graph is still at-least-one or persistent actor-connected
We consider local solutions in which each node uses neighborhood information to determine its status: active
or sleep. Unlike traditional centralized or distributed solutions where some form of sequential propagation
of information is required, i.e. broadcasting of link state in central solutions and propagation of node status
(active/sleep) in distributed solutions, local solutions relay:drop neighborhood (for a smallsuch as 2 or
3) information without any other form of information propagatidi:hop neighborhood information can be
obtained through periodic “Hello” message exchange or link state broadcast ittap.

4 Proposed Methods

Let us assume that each node is equipped with-t®p neighborhood information (far = 2 or 3). Also,
each node has a priorityp(s) and such a priority is totally ordered within itshop neighborhood. In addition,
all actors have the same priority which is higher than any sensor priorityp(gtbe the actor priority. In
Figure 2G3, 1-hop neighborhood of; includesa;, s2, andss, but no connections among 1-hop neighbors.



2-hop neighborhood of; covers the whole network.

Local rule for persistent actor-connectivity: The default status of a sensor is active. A sensisrin the
sleep mode if, for any two of its neighbarsand v, w andv are connected by a path with all intermediate
nodes (sensors or actors if any) having higher priorities than

The above path is calledraplacement patfior nodew. The intuition behind this rule is that a sensor
can be put to sleep if any two neighbors can be re-connected through nodes on a replacement path. Note th
nodes on a replacement path can also be put to sleep. To avoid inconsistencies and a possible iterative proce
of putting sensors to sleep, a global priority is defined on each node. Note that if a sensor does not have tw
neighbors, then the replacement path condition is satisfied and the status of the sensor is sleep. The neighb
could be a sensor or an actor.

Suppose that in the Figure 2 the priority of sensors is the followjrigi) = p(a2) > p(s1) > p(s2) >
p(s3) > p(s4). Using 2-hop neighborhood informatios, andss are put to sleep idx; in persistent actor-
connectivity;s, is in sleep inGG, andss andsy are in sleep inGs.

Supposes’ is the set of sleeping sensors afdis the subgraph after removiryj. V' is the vertex set of

!

G.

Theorem 1 Supposes’ is the set of sleeping sensors after applying the local rule for persistent actor-connectivity

e (Coverage) For each sensordn there is a neighbor ify".

e (Connectivity)G' has the same actor-connectivity@s

Proof: SupposeS(a) is a subset o5 connected to actas in G. We show thatS(a) is still connected ta
through nodes ii&¥'. We prove this by contradictions. Suppdéeis a subset of(a) not connected ta. Note
that nodes iV can be sleep or active. Let = N (W) —W be the sleep neighbors Bf (see Figure 3) that are
connected ta. U # 0 sincelV is connected ta in G. Letu be the node i/ with the highest priority. From
the assumptiony has two neighborsp andv, from W andV — U — W, respectively. Any replacement path
for u must contain at least one nodec U. That contradicts the assumption tpét) > p(u’). Therefore, all

nodes inS(a) are still connected ta and all sleep nodes iV have neighbors that are active sensors or actors.
O

To provide a local rule for at-least-one actor-connectivity, we definexéended replacement padis fol-
lows:



1. itis regular replacement path farconnecting two neighbors andv, or

2. w andv are each connected to an actor. These two actors can be distinct and all intermediate nodes i
these two connections have higher priorities than

Local rule for at-least-one actor-connectivity The default status of a sensor is active. A sens@ in
sleep mode if for any two of its neighbarsandwv, there exists an extended replacement path.foonnecting
w andwv.

The intuition behind the above rule is that sens@an be put to sleep as long as any two neighbors can be
either connected through a regular replacement path or each of them is connected to an actor.

In Figure 2, using 2-hop neighborhood informatiep,is asleep inG; for at-least-one actor-connectivity;
s1, 82, andsy are asleep i’y and all sensors are asleepds.

Theorem 2 SupposeS’ is the set of sleeping sensors after applying the local rule for at-least-one actor-
connectivity.

e (Coverage) For each sensorSn there is a neighbor ifr".

e (Connectivity) Each node i6" is connected to at least one actor.

Proof: We use a similar proof as in Theorem 1. In our model, each nodéasrconnected to at least one actor.
We show that each node i is still connected to an actor through nodesiih We prove by contradiction.
Supposél is the subset of not connected to any actor. LEt= N (W) — W be the sleep neighbors &f
that are connected to an actor. kebe the node irV with the highest priority. From the assumptianhas
two neighborsyw andv, from W andV — U — W, respectively. Any replacement path f@must contain at
least one node’ € U. Such a replacement path connegtsia «" to eitherv or an actor directly as shown in
Figure 3. That contradicts the assumption fhat) > p(u'). Therefore, all nodes if' are connected to actors
and all sleep nodes W have neighbors that are active sensors or actors. O

5 Extensions

In this section, we introduce two new notions of connectivity.



Figure 3: lllustration for the proof of Theorems 1 and 2.

Definition 2 A WSAN, G, is called wealk-actor-connected if each sensor is connectddaotors. A WSAN,
G, is called strong:-actor-connected if each sensor is connected to at least one actor after removing any
nodes (sensors or actors) frakh

Based on Definition 2, strong-actor-connectivity implies weak-actor-connectivity, i.e., connection to
k actors. Thek-actor-connectivity is used for reliability. Weakactor-connectivity can tolerate — 1 actor
failures, while strong:-actor-connectivity can tolerate— 1 failures of any nodes, sensors and actors.

Figure 2 shows several sample WSAN&. is 1-actor-connected, although each node has two node-disjoint
paths to actom;. G4 is weak 2-actor-connected but not strong 2-actor-connectegl.is strong 2-actor-
connected. To simplify the notation, we usector-connected for strorigactor-connected.

We now consider maintainingractor-connectivity while putting some sensors into the sleep modeZ Let
be ak-actor-connected network aid = G[V — S'], whereS' is a set of sleeping sensors.

Definition 3 Given ak-actor-connected network,

e G is persistent-actor-connected if it maintains the same actor-connectivitg aster removing any
k — 1 nodes (sensors or actors).

e (' is at-least-oné-actor-connected if each sensor, sleep or activ€; im connected to at least one actor
through nodes i’ after removing any: — 1 nodes.

Again, the actor-connectivity means that if a sensariis connected to an actor through nodes-irthen
this sensor (which might be in the sleeping mode) is still connected to the actor through nétesireast-
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onek-actor-connected is the regufatactor-connected and is simply callkéhctor-connected, while persistent
k-actor-connected requires a stronger condition. Here we use the general case of rémevingdes, which
includes both sensors and actors. In this case, the persistent connectivity means the existence of a@ath from
to previously connected actor (before the removal ef 1 nodes) even if that actor has been removed. Next,
we give local rules that ensukeactor-connectivity. Two paths are called node-disjoint if they do not share any
intermediate nodes.

Local rule for persistent k-actor-connectivity. The default status of a sensor is active. A senss
in sleep mode if for any two of its neighbatsand v, there exists: node-disjoint replacement paths far
connectingw andw.

Likewise, the at-least-one version lofactor-connectivity also uses the extended replacement path.

Local rule for k-actor-connectivity: The default status of a sensor is active. A sensisrin sleep mode if
for any two of its neighbors) andv, there existé node-disjoint extended replacement pathsif@onnecting
w andwv.

Note that bothw andv can be actors and in this case there is no connection of intermediate nodes. Also,
the actor can not be shared in two extended replacement paths. In Figyreis put to sleep based on local
rule for persistent 2-actor-connectivity. That is, even if a node is removed arbitrarilyGtgrall sensors are
still connected to both actors. For example, wheis removeds, is connected ta; via as. Sensorss andsy
are put to sleep froni’s for 2-actor-connectivity. In this case, andss in G are both 2-actor-connected after
makingss andsy sleep. ss is put to sleep by checking all neighbor pairs, for which each has 2 node-disjoint
paths. For example, for neighborsands; of s3, one path ifs;, s2) and the other is from; to a; and from

So t0 as.

The correctness of these two local rules in preserviragtor-connectivity will be discussed in the next
section.

6 Properties

In this section, we relate-actor-connectivity t&-connectivity in regular graphs. Then, we show the correctness
of two local rules fork-actor-connectivity.

We first construct &-connected graph by treating all actorsAras regular nodes. These actors are con-
nected by a complete bipartite graptwith node setd U A’, where|A| = |A’| and each node iAl is connected

11



Figure 4: Ak-connected grapt' U G.

to each node iml’. There is no direct connection among nodeslitand among nodes iA"). Note thatA’ is
a set of virtual nodes. Now we first show ti@@tJ G (shown in Figure 4) ig-connected.

Theorem 3 If G is k-actor-connected, the U G is k-connected.

Proof: Based on the definition df-actor-connectivity, we can see that > k. We arbitrarily select two nodes
s andd from G U G, and we have the following three cases:

1. Ifboth s andd are inAU A, they are clearly connected after removing 1 nodes, sincé is a complete
bipartite graph withA| = [A"| > k.

2. If one is in S and the other ind U A’, based on the definition df-actor-connectivity, the one i is
connected to at least one nodedrafter removingk — 1 nodes fromG U G, which in turn is connected
to any node ind U 4’, includingd.

3. If both are inS, suppose one is connected to a nade A and the other is connected to a naden A
after removing any: — 1 nodes fromG U G. Based on the construction 6f, nodesa anda’ are still
connected.

Therefore G U G based on the definition fs-connected. O

Now we show that the two local rules in the previous section preseaaor connectivity.
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Theorem 4 Given ak-actor-connected grapfi, the graphG?’ derived using the local rule for (persisteit)
actor-connectivity is (persistent}actor-connected.

Proof: Supposé€- is the originalk-actor-connected graph. Now we arbitrarily reméve 1 nodes from and
obtainG¥'. By relatingk-actor-connectivity td:-connectivity (Theorem 3) and the Menger’s theorem [10],

still preserves the same actor-connectivityGasBased on these two rules fbractor-connectivity, each sleep

node inG hask node-disjoint replacement or extended replacement paths for any pair of neighbors. Removing
anyk — 1 nodes will leave at least one replacement or extended replacement path. That is, a sleep node usin
rules fork-actor-connectivity irGG will still be a sleeping node using corresponding rules for actor-connectivity

in GI'. Thatis,G (obtained by applying local rules faractor-connectivity or¥) has at least the same degree

of actor-connectivity a$G*)’ (obtained by applying the corresponding local rules for actor-connectivity on
GT). The rest of the proof follows by applying Theorems 1 and 2@5)', which shows the relevant actor-
connectivity. O

The following are two more properties: one relateactor-connectivity to node-disjoint pathscactors
and the other to node-disjoint paths to actors after applying local rules.

Property 1 If G is k-actor-connected, then each nodeSihas node-disjoint paths to at ledshodes inA.

We can use the following argument to prove this property. Suppose we have a sensoand the other
noded in A". Menger's theorem states that inkeconnected graph there akenode-disjoint paths between
any two nodes. Using this property, we havaode-disjoint paths betweenandd. Among these paths, all
neighbors ofd are distinct actors ill. Therefore, any node if has node-disjoint paths to at ledstlistinct
actors.

SupposesS’ is the subset of that is removed (put to sleep) after applying the local rule for (persistent)
k-actor-connectivity and agaii’ = G [V — S']. We have the following result.

Property 2 G’ U G is still a k-connected graph and each nodesin- S’ has node-disjoint paths to at ledst
nodes inA.

Based on Theorem 4, the local rule for (persisténgctor-connectivity ensures thét is still k-actor-
connected. Based on Theorem 3, we h&veJ G as ak-connected graph. The second part follows directly
from Theorem 1. Therefore, the above property holds.
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7 Implementation Issues

We discuss several issues related to implementation, including actor-initiated dynamic implementation solution:
which will be used for baseline comparison in simulation.

7.1 Selection of priority

We assume that node priorities withirhop are distinct. In the actual implementation, this condition can be
relaxed. That is, nodes withiin-hop can have the same priority. This will not cause errors because a node can
go to sleep only if any two neighbors are connected by otheaths with “higher” priorities. However, it will

affect the efficiency of the algorithm. Because in some cases, two nodes can cover each other’s neighbors, b
neither can go to sleep due to their identical priority.

A natural choice for node priority is hode ID, although other metrics can be used, such as energy level. In
this way, sensors can rotate their roles (active/sleep) to balance energy consumption. The energy consumptit
of each sensor is then balanced in the long term.

7.2 Controlling the path length

In some real-time applications, it is vital for a detecting event to reach the corresponding actor(s) within certain
time limits. To avoid having too many sensors on short paths (from the sensor to the actor), we can restrict the
length of each replacement path for each sleeping sensor. For example, we can set each replacement path to
bounded by: hops, then globally the shortest path length of each sensor to an actor can be controlled.

7.3 Static vs. dynamic implementation

Local rules can be implemented in a static or dynamic way. In static implementation, each node determine:
its status based on itshop information. In dynamic implementation, each node acts on a message originated
from an actor. In such a message, the actor ID or even path information from the original actor to the current
node can be piggybacked to assist the status determination of each node. The actor ID indicates the connectivi
of a neighbor to a particular actor, even though the actor might be ouidide neighborhood. Likewise, path
information to an actor can be used for the local rulgfactor-connectivity. Efficient reduction of active nodes

is possible by judiciously selecting an appropriate time-out after receiving the first message at each sensor t
gather more path information from actors.
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If we allow propagation of node status, an active node can be treated as an actor which is useful for at-
least-one actor-connectivity. Note that dynamic implementation resembles distributed implementation which
has several simple implementations for at-least-one and persistent actor-connectivity.

7.4 Actor-initiated dynamic implementation

We can use actor-initiated dynamic implementation for two simple cases: at-least-one and persistent actol
connectivity. The direct distributed implementation for at-least-one and persis@&ttor-connectivity are
much more involved, since path information needs to be propagated. Note that all dynamic implementations

are not strictly local solutions with information propagation. However, they are used as baseline cases for
comparison.

At-least-one actor-connectivity

1. Each actor sends out an invitation message.
2. Each sensor responds to the first invitation only and forwards the invitation to its neighbors.

3. Sensors receiving responses are active and sensors not receiving responses are put to sleep.

Although at-least-one actor-connectivity is simple, it does need some form of information propagation
(in this case, an invitation). The number of invitation messages is equivalent to the number of sensors. The
distributed implementation for persistent actor-connectivity is much more involved in terms of message com-
plexity: it is the total number of actor-sensor connectivity.

Persistent actor-connectivity
1. Each actor sends out an invitation message with its ID.

2. Each sensor responds to the first invitation for each ID and forwards the invitation to its neighbors.
3. Sensors receiving responses are active and sensors not receiving responses are put to sleep.
Maintainingk-actor-connectivity is much more involved as each active sensor needs to ensure the existence

of node-disjoint paths té distinct actors. The complete path information needs to be propagated in the network,
generating excessive traffic. Hence, we will not discuss this approach further.
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Table 1: Simulation parameters.

Network Area 100 x 100
Transmission Range 25

Number of Sensors n, 50 to 300
Number of Actors m,2t08
Number of Hops h,2to4
Connectivity Requirement k, 1 to 6
Number of Trials 100

8 Simulations

We evaluate the proposed two algorithms, Local Rule for persigtemtor-connectivity (LR-per) and Lo-

cal Rule for at-least-ong-actor-connectivity (LR-one) with different system parameters. We also simulate
the Actor-Initiated Dynamic implementation for persistent actor-connectivity (AlD-per) and at-least-one actor-
connectivity (AID-one) to compare with the proposed local algorithms.

8.1 Simulation Environment

All algorithms have been implemented on a custom simulator. All simulations are conducted in randomly
generated static networks. To generate a netwosdensors anch actors are randomly placed inl&0 x 100

area. The transmission range is 25. Any two sensors, or a sensor and an actor, with distance less than :
are considered neighbors. Networks that cannot fortragtor-connected graph are discarded. The tunable
parameters in the simulation are as follows. (1) The number of sensdife vary the number of deployed
nodes fromb0 to 300 to check the scalability of the algorithms. (2) The number of actar$Ve varym from

2 to 8. (3) The connectivity requiremeht We use 1 to 6 as the value bf In each simulationk < m. (4)

The number of hopg;. The local algorithms use 2-hop neighborhood information in most of the simulations.
We also increasg to 3 and 4 to see the effect. When a node colléekops information, it gets the network
topology within itsh-hops neighborhood except for the links between any iwwp away nodes. For each
tunable parameter, the simulation is repeated 100 times or until the confidence interval is sufficiently small
(£1%, for the confidence level 8f0%). Table 1 lists the simulation parameters.

The following performance metrics are evaluated. Attdive nodes The number of active sensors, which
represents the energy consumption.Radh ratio. The ratio of the average length of the routing path&'irio
that inG, which represents the routing latency of the system.
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(d) LR-onek =1 (e) LR-perk =2 (f) LR-one,k =2

Figure 5: Examples of AID-per, AID-one, LR-per, and LR-one={ 30, m = 4).

Figure 5 shows the selected active node set in a sample network. There are 30 sensors (shown as circle
and 4 actors (shown as triangles). The active sensors are shown by bold circles, and the numbers in the sens
are the IDs. (a) and (b) are the results of AID-per and AID-one, respectivelyjwithl. There are 28 and 9
active nodes, respectively. (c) and (d) are of LR-per and LR-one wheri. There are 14 and 9 active nodes,
respectively. (e) and (f) are of LR-per and LR-one whes 2. There are 26 and 21 active nodes respectively.

8.2 Simulation Results

Figure 6 shows the comparison of AID and LR with= 1. (a) and (c) are the results of the number of active
nodes and ratio of length of the routing paths with= 2, respectively. (b) and (d) show the results#or= 6.
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Figure 6: Comparison of AID-per, AlD-one, LR-per, and LR-oke< 1).

In (a) we can see that methods for persistent connectivity have larger numbers of active nodes than those fc
at-least-one connectivity, which is obvious since more nodes need to be selected in order to keep each noc
connected to every actor instead of one actor. AlD-per selects more active nodes than LR-per. AID-one ha
less active nodes than LR-one only when the number of sensors is very small (smaller than 75). In (b), wher
m = 6, the comparison results of the four algorithms remain the same with those in (a). However, AID-per has
more active nodes with larget while the other three tend to have less active nodes. This is because in AID-per
each node needs to keep a shortest path to every actor with all the nodes on the path being active. Obviousl|
the greater the number of actors, the more active nodes there will be. In AID-one, a shortest path to an actor i
needed for each node, and more actors help to reduce the length of this shortest path. Thus, less active noc
are necessary. For the LR-per and LR-one, since actors are viewed as nodes with the highest priorities, mol
actors lead to higher probability of (extended) replacement path and hence the non-active nodes. Therefor:
less active nodes are selected. In both (a) and (b), more deployed sensor nodes lead to increased number
active nodes. However, the increasing tends to stop when the node density reaches a certain degree in AlD-or
LR-per, and LR-one.
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Figure 7: Performance of LR-per/LR-one with differéntn = 6, h = 2).

(c) and (d) are the ratio of the length of the routing path in original graph to that in the resultant graph (via
only active nodes). The routing path is the shortest path from a sensor to a nearest actor, and the length is |
terms of hop count. Since AID-per and AID-one always keep the nodes on the shortest path from a sensor t
a nearest actor, the ratio is always 1. LR-per has smaller ratio than LR-one due to its larger active node se
Comparing (c) with (d) we can see that largermesults in smaller ratio. Both in (c) and (d), more deployed
sensor nodes lead to an increased ratio. The increasing tends to stop when the node density reaches a cer

Figure 7 shows the performance analysis of LR-per and LR-one in terms of paramsity m = 6.
(a) and (b) are the sizes of the resultant active node sets of LR-per and LR-one, respectively. (c) and (d) ar
their corresponding path ratios.is increased from 1 to 6 in these figures. We can see that whetarger,
more active nodes are necessary to achieve higher connectivity. However, compared with that of the deploye
sensors, the increasing of the number of active nodes is slight. Also, LR-one needs less active nodes ths
LR-per, which is consistent with the previous simulation results. (c) and (d) show that katghps with a

19



35 - - -
Percentage of active nodes —+—

Percéntage of active nodes —+— |
N Percentage of increasing path ratio -~ +

40 Percentage of increasing path ratio -

30

Percentage
Percentage

1 2 3 4 5 6 1 2 3 4 5 6
Values of k Values of k

(@) LR-per (b) LR-one

Figure 8: Percentages of active nodes and the increasing of path ratio with dikféreat 300, m = 6, h = 2).

smaller path ratio due to more active nodes. However, this decrease of path ratio tends to stbpsiarge
enough. We can see that whkiis 6, the ratio is slightly larger than 1 (less than 1.05). There is little room to
further reduce the ratio by increasihgWhen the number of deployed nodes is 50, the original graph is hardly
6-actor-connected, thus there are no simulation results in the figuresswib&® andk is 6.

Figure 8 is generated from Figure 7 to show the percentages of active nodes and the increasing of path rati
in LR-per and LR-one with the increasing/ofWe can see that when the valuekalecreases, less active nodes
are needed in both LR-per and LR-one, and the path ratios are increased as well. However, the increasing «
the path ratio is insignificant compared to the decreasing of the number of active nodéssuatilall enough,
that is, k is decreased to 1. Therefore, most of the time, the decrease of the number of the active nodes in th
network will not lead to the significant increase of the path ratio.

Figure 9 shows the results of LR-per and LR-one with different numbers of actors whefed as 2.
(a) and (c) are number of active nodes and path ratio in LR-per and (b) and (d) are those of LR-one. From (a
and (b) we can see that larger results in a smaller number of active nodes. A decreasing of the number of
active nodes caused by the increasing of the value @ more significant in LR-one than in LR-per. This
is because in LR-per, although more actors do provide higher probability for (extended) replacement path ant
hence non-active node status, it also lead to the requirement of an increased connectivity. (c) and (d) sho
that more actors result in a smaller path ratio. The path ratio of LR-per is smaller than that of LR-one due to
its larger size of active nodes. Both the number of active nodes and path ratio increase with the growth of the
network density, but tend to get saturated when the density reaches a certain degree under all circumstance
Therefore, the proposed algorithms scale well.

Figure 10 shows the performance of LR-per and LR-one with diffeken{a) and (b) are the numbers
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Figure 9: Performance of LR-per/LR-one with different(k = 2, h = 2).

of active nodes in these two algorithms, and (c) and (d) are the path ratios of them. We can see that witt
more neighborhood information, less active nodes are necessary in both algorithms. However, this increase |
relatively slight. Wherh is 4, a node can achieve almost the entire network topology, the performance can not
be increased significantly. Therefore, in application a small valdei®Enough. The path ratios are decreased
with the growth of the value of as in (c) and (d). However, the increase of the performance is not significant.

Simulation results can be summarized as follows:
1. LR-per has less active nodes than that of AID-per; AID-one has smaller number of active nodes than
LR-one. But AID-per and AlD-one are not localized approaches.

2. Although the path ratios of LR-per and LR-one is not 1 (as in AlD-per and AID-one), they are not
significantly higher than 1, and can be controlled by the value of

3. Whenm is fixed, largerk leads to larger active node set and smaller path ratio in LR-per and LR-one.
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Figure 10: Performance of LR-per/LR-one with differénfk = 2, m = 2).

. Whenk is fixed, largerm helps to reduce the number of active nodes and also path ratio. However, in
LR-per the decreasing of number of active nodes by the increasing of the vahis wisignificant.

. The increase of the length of routing path in both LR-per and LR-one is insignificant. Therefore, selecting
only a subset of nodes to be active introduces very little data-routing latency.

. More local neighborhood information results in better performance in terms of both the number of active
nodes and path ratio for both algorithms. However, a relatively small value, sayt & ehough to avoid

overhead.

. Under all circumstances, with the growth of the number of deployed nodes, the number of active nodes
and path ratio increase. However, there is a much smaller increasing ratio and the path ratio tends to ge
saturated. Therefore, all the proposed algorithms scale well.
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9 Conclusion

In this paper, we defined several sensor-actor connection requirements in wireless sensor and actor networks, t
persistent actor-connectivity and at-least-one actor-connectivity. We proposed several local solutions to ensur
different connection requirements, where each node makes its decision (on its active and sleep mode) pure
based on local information and there is no information propagation during the decision process. We also looke
at several fault-tolerance extensions, the persistent or at-leagt-acter connectivity, in which the network is

still ensured connectivity in the presence of sensor or actor failures. We also proved the relationship between th
regulark vertex connectivity in graph theory and the propokeattor connectivity in the WSANs. Simulation
results show that LR-per and LR-one can both generate an efficient active node set, saving energy consumptic
by putting other nodes into sleep states without introducing much routing delay. In the future, we will develop
a complete routing scheme based on the proposed connectivity, design a detailed energy consumption mod
for the WSANSs, and compare with other existing energy-efficient routing protocols.
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