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Abstract—We consider a wireless sensor network con- 2) Targets form a contiguous region and the objective
sisting of a set of sensors deployed randomly. A point in is to select a subset of sensors to cover the rest
the monitored area is covered if it is within the SenSing of sensors [4] This model assumes the network
range _ofasensor. In some applications, when the ne_ztwork is sufficiently dense so that point coverage can
is sufficiently dense, area coverage can be approximated simulate area coverage. Typical solutions involve

by guaranteeing point coverage. In this case, all the points tructina dominati t ted domi
of wireless devices could be used to represent the whole constructing dominating Sets or connected domi-

area, and the working sensors are supposed to cover all nating sets [20] based on traditional graph theory.
the sensors. Many applications related to security and 3) Targets are discrete points and the objective is
reliability require guaranteed k-coverage of the area at to select a subset of sensors to cover all of the
all times. In this paper, we formalize the k-(Connected) targets. Typical solutions [3] use the traditional set

Coverage Set k-CCS/k-CS) problems, develop a linear coverage or bipartite graph models.

programming algorithm, and design two non-global solu- ) i

tions for them. A variation, the k partial coverage problem, The desired level of coverage can be defined as a
is also put forward and solved. Some theoretical analysis Multiple coverage for the purpose of reliability in case

is also provided followed by simulation results. of failure or for other applications related to security

Index Terms— Coverage problem, linear programming, (g.g., Iocglized intrusioq 'de"tection) or localization (e.qg.
localized algorithms, reliability, wireless sensor networks. triangulation-based positioning).

In this paper, we focus on the second coverage prob-
lem. We first formalize thé:-(Connected) Coverage Set
(k-CCSIk-CS) problems in terms of linear program-

In wireless sensor networks (WSNs), one design chaking, and an approximation algorithm based on integer
lenge is to save limited energy resources to prolofgogramming is developed for the-C'S problem. We
the lifetime of the network. A duty CyCIE is therEforQhen propose two non-g|0b&|.co\/erage solutions. One
introduced to allow each sensor to switch between acti¥equasi-local cluster-based with a deterministic bound,
and sleep modes to save energy. On the other hagib other is localized with a proven probabilistic bound.
a certain amount of active nodes should be presentti@o versions of each solution will be considered, one
ensure a desired level of coverage at all times. TRgth connectivity for k-CCS and the other without
way to select active nodes is calledverageand the connectivity for k-C'S. We also put forward a new
method to rotate the role of each sensor to meet certgiriation of thek-coverage problems, thie(Connected)
objectives is calledscheduling where nodes alternatepartial Coverage Set problems-CPCS/k-PCS). The
between active and sleeping modes. proposed algorithms are extended to solve them. Activity

Ina WSN, a sensor covers a target if the target is in teeheduling and rotation for the local solution are also
sensing range of the sensor. There exist three coverggsussed. Using a custom simulator, we compare the
models depending on how targets are defined: effectiveness of the proposed approaches with other local

1) Targets form a contiguous region and the objectismlutions to the same problem. Our contributions in this

is to select a subset of sensors to cover the regipaper are the following:
[18]. Typical solutions involve geometry properties
based on the positions of sensor nodes.

. INTRODUCTION

1) Define and formalize thé-(Connected) Coverage
Set problemsK-CC S/k-C'S).

The work was supported in part by NSF grants ANI 0083836, 2) Defvelo_p a global algori_thm for the-C'S problem
CCR 9900646, CNS 0422762, CNS 0434533, and EIA 0130806. using linear programming.



3) Design two non-global solutions fok-CS/k- 1-coverage. Together, these sets provideoverage. A
CccCs. local solution was provided in [1] to solve the same
4) Propose thek-(Connected) Partial Coverage Seproblem.
problems g-C PCS/k-PCS) and formalize them, When the objective is to cover individual targets,
and extend the proposed solutions for this vari@ominating set algorithms [3] [6] that achieve point
tion. coverage should be considered. The problems of double
5) Conduct performance analysis, through analyticabint coverage ani-point coverage in general have been
and simulation studies on all the proposed solgtudied in [8], [11]. In [10], three heuristic algorithms are
tions. provided to achieve double point coverage. Localized 2-

Although the scheduling problem is not explicitlycoverage algorithms were discussed in [14].
addressed in this paper, a simple rotation scheme cardo operate successfully, a sensor network must also
be used in the non-globakcoverage solutions. In theseprovide satisfactory connectivity so that nodes can com-
non-global solutions, node priorities play an importamounicate for data fusion and reporting to base stations.
role in the k-CS/k-CCS selection. Nodes with higherA straightforward solution is to use a communication
priorities are more likely to be selected to achidve range R) thatis at least twice the sensing rangg guch
coverage. If each node uses its residual energy levelthst area coverage implies connectivity of active sensors
priority, and repeat a non-global solution periodicalljf26]. This conclusion was generalized in [19]: When
all nodes will alternate in the&-CS/k-CCS, and the R > 2r, a sensor network that achievéscoverage is
network lifetime is extended. k-connected. More analysis can be found in [17].

The remainder of the paper is organized as follows: Jiang et al [9] considered a local solution fér
Section 1l reviews the related work in the field. Seagsoverage and extended point coverage to area cover-
tion 11l gives the problem definition of the-C'S/k-CCS age using a notion obiggest vacant square territory
problems. Section IV presents the linear programmif§VST). We will discuss this scheme under the zero
algorithm fork-C'S. Section V proposes the quasi-locaBVST, since the area coverage is not an issue here. The
solution and the local solution for the problems. Theasic idea is to apply a local solution to put as many
theoretical bounds of them are also given in this sectiggensors to sleep as possible while ensuring a full 1-
A variation of the k coverage problem is studied incoverage assuming the sensor ramges the same as
Section VI. The performance study through simulatiotihe transmission rangB. Then,r is enlarged to ensure
is conducted in Section VII. The paper concludes ikrcoverage. Specifically, to ensukecoverage; should
Section VIII. be set to be at leagt/2 + 1 + (v/2/2 + 2)i] R, where
integeri is a minimum value satisfying>/=} 45 > k—1.

Il. RELATED WORK

Several local solutions exist to maintain 1-coverage in [1l. PROBLEM DEFINITIONS
a wireless sensor network. Most of them rely on location |, this paper, we consider a wireless sensor network

information. A pruning method was proposed in [18},ngjsting ofn homogeneous wireless devices (sensors)
where a sensor can switch to sleep mode, if its sensing . s,. To reduce energy consumption while in-

. . . . ) PR | n-
area is covered by sensing areas of its neighbors. As theaqing security and reliability, we want to select a

calculation of sensing area coverage becomes tedioygyimum subset of sensors with the property that each

some simplifications have been used. One methodgis,sor is monitored by at lealstsensors in the selected

to use a grid system [23], where the sensing areasiﬁbset.

represented by the grid points within this area, and\ye model the network as an undirected gragh=
area coverage is approximated by point coverage. i E), with the set of vertices (or nodes) being the set
another method [22], the deploym(_ant area is divided N sensors. An edge exists between two nodes if the
small squares. After one sensor is elected to be actiyg, corresponding sensors are each within the other's

in each square, other nodes can switch to sleep modgmmunication range. Let us now introduce the problem
The following probing-based solution [24] does not relyqfinitions.

on location information. Basically, each sensor tries to

detect activities of its neighbors. It switches to sleepp-Coverage Set k-C'S) Problem: Given a constant >

mode if some active neighbors are detected; otherwiSeand an undirected grapi = (V, E) find a subset of

it switches to active mode. nodesC C V such that (1) each node i is dominated
For k-coverage, a global method was proposed (eovered) by at least different nodes inC, and (2) the

[15] to constructk separate sets, each set achievingumber of nodes i is minimized.



k-Connected Coverage Setk-C'CS) Problem: Given p = A+ 1. Since IP is NP-hard, we firselax the IP to

a constantc > 0 and an undirected grapffi = (V, E) Linear Programming (LP), solve the LP in linear time,
find a subset of nodeS C V such that (1) each node inand thenround the solution in order to get a feasible
V' is dominated (covered) by at leastdifferent nodes solution for the IP.

in C, (2) the number of nodes i@ is minimized, and

(3) the nodes irC' are connected. Relaxed Linear Programming:

kE-CS and k-CC'S are extensions of the Dominating Minimize z; + zo + ...+ x,
Set (DS) and Connected Dominated Set (CDS) problems

[20]. A set is dominating if every node in the network SUPIECt 10 > 5y aijz; = k foralli=1,....n
is either in the set or a neighbor of a node in the set. 0<xz; <1 fori=1,...,n
When a DS is connected, it is denoted as a CDS; that (2

is, any two nodes in the DS can be connected throubjext, we present oup-approximation algorithm, where
intermediate nodes from the DS. CDS as a connected= A + 1. Based on the optimal solution* of the

virtual backbone has been widely used for broadcasiaxed LP, we compute a solutiarfor the IP. When the
process [16], searching in a reduced space, and paidgorithm terminates, the sét contains the:-coverage
coverage in wireless sensor networks [4]. When=  set.

1, k-CS (k-CCS) problem reduces to the DS (CDS)
problem. Therefore, fok = 1, both k-C'S andk-CCS  Algorithm 1: LP-based Algorithm (LPA)

are NP-complete [5]. 1) C=¢
2) Let z* be an optimal solution of the Relaxed
IV. A GLOBAL SOLUTION FOR THEk-C'S PROBLEM Linear Programming
In this section, we first formulate the-C'S problem  3) Foreachj =1,...,n do:
using Integer Programming (IP) and then present the a) If 27 > 1/p, thenz; =1 andC = C U {s;}
LP-based approximation algorithm. An extension of this b) If 25 <1/p, thenz; =0

algorithm for thek-PC'S problem is described later in  4) ReturnC
subsection VI-B.

Given

e 1. NOdESsy, ... s,

« a;j, the coefficients showing the coverage relatio
ship between nodes. These coefficients are defi
as follows:

The complexity of this algorithm is dominated by
rghe linear programming solver. The best performance is
ngf&n3) using Ye's algorithm [25], where is the number
of variables.

Theorem 1:The LP-based algorithm is anp-
approximation algorithm for thé-C'S problems, where
p=A+1andA is the maximum node degree (.
Variables z;, boolean variable, foj =1...n: Proof: We first note thatp = A + 1 =
maxi<i<n Z}Ll a;j. Next, we show that our algorithm
is an p-approximation of the optimal solution. Based on
the way we set, it is clear thatz; < p - 7, for any
Jj=1,...n. Therefore} 7z < p>>%_; 7.

Next, we claim that by rounding the fractional values

) 1 ifnodes; is covered by nods;
7)1 0 otherwise

1 if node s; is selected in the subsét
XTj = .
0 otherwise

Integer Programming:

Minimize 2, + x5 + ...+, of the variablest*, we obtainz, a feasible solution for
. _ the initial IP. For this we need to show th@;‘:1 a;jTj >
subject to 37, ajjx; > k foralli=1,....,n  f foranyi = 1,...,n. This guarantees that the subset

C output by our algorithnmk-covers all the nodes.
(1) Let us dividez into two subsets/; = {j|z] < %}
The constrain®__, a;jz; >k, foralli =1,...,n, andly = {jlzj > %}. Then for anyi = 1,...,n
guarantees that each nodeX_iﬁis covered_by at leastwe have} ;. a;jz; < %Zjeh a;; < 1, therefore,
k nodes inC. Let us note withA the maximum node 3_;c;, a;jz; < 1. Also, 2221 aijTi = Yjer, GijTi =
degree inG. We extend the results presented in [7] to our — >/, a;;x; > k — 1. Since bothy "7, a;;z; andk
problem and design a-approximation algorithm, whereare integers, it follows that>?_, a;;z; > k. ]

zj €{0,1} fori=1,...,n



V. NON-GLOBAL SOLUTIONS FOR THEk-C'S/k-CC'S  Algorithm 2: Cluster-basedk-CS/k-CCS Algorithm

PROBLEMS

This section starts with a cluster-based solution which 1)
is quasi-local, followed by a local solution for the
CSIk-CCS problems. Some examples and bounds of
the solutions are shown. 2)

. 3
A. A Cluster-based Solution )
In [21], the cluster-based CDS protocol is classified
as a quasi-local solution, since it is based on mainly
local state information and occasional partial global state4)
information. In this subsection, we propose a scheme

(CKA)

Using a clustering algorithm to select clusterheads,
set Cq, and the selected clusterheads are marked
and removed from the network.

Repeat step % times, mark and remov€’;, i =

2,... k.

Use a gateway selection approach to select gate-
ways, setD, for the first set of the selected
clusterheads;;, and mark nodes i. (This step

is removed for a solution without connectivity.)

For each node iy UC,U. .. CrUD (clusterhead

or gateway), if the number of its marked neighbors,

for the k-C'S/k-CC'S problems, which is based on the
traditional clustering algorithm:

« Sequentially apply a traditional clustering algorithm
k times, whereby the clusterheads selected each
time are marked and removed immediately from the
network.

» Find gateways to connect the first set of the clu
terheads and also mark them.

« For each marked node (clusterhead or gateway),

it does not have: marked neighbors, it designate$’1+ they are connected sin€g U D is a CDS. Wheny

some unmarked neighbors to be marked. is not inC, v must have a neighbar’, v’ € C;. This is

The clustering algorithm used here divides the nel%facauseﬁl is @ DS ofG. The same is with.. Therefore,
U @ndv are connected througfi;.

work into several clusters, and each has a clusterhead..
. . inally we prove that all the marked nodes themselves
and several neighbors of this clusterhead as members.

: can also be covereldtimes by other marked nodes. This
Therefore, any two clusterheads are not neighbors, and. ed y

the clusterhead set is a maximum independent set (Mlg)obwous, because step 4 of CKA guarantees it.

of the network in addition to a DS. The markdd A traditional algorithm [12] take®)(n) rounds in the
sets of clusterheads together with one set of gatewayerst case, in a network with nodes. A randomized
form the k-CC'S. For coverage without connectivity,clustering algorithm [13] has been proposed to achieve
the second step, gateway selection, can be removéd:overage irO(log” n) time with high probability. This
Note that gateway selection can be tree-based, wher@lgorithm can be easily extended to achiéveoverage
gateways are selected globally to make the CDS a tréie O(klog® n) time with high probability.

or mesh-based, whereby each clusterhead is connected to

all of its neighboring clusterheads, and thus the CDS isBa A Local Solution

mesh structure. The implementation follows. Initially, all | this subsection, a local solution féeC'S/k-CCS

the nodes are unmarked. When the algorithm terminatgs geveloped that is based on only local neighborhood
all the marked nodes (clusterheads or gateways) form {hg,rmation. A nodeu is “k-covered” by a subset af’
k-CCSIE-CS. of its neighbors if and only if three conditions hold:

Theorem 2:All the clusterheads (and gateways) « The subset” is connected by nodes with higher

marked in CKA form ak-C'S (k-CCS) of the networks. priorities thanu.
Proof: Let us assume that the network & = « Any neighbor ofC is a neighbor of at leagt nodes

(V, E), and the clusterheads selected in rourate sets from C.
C;, i =1, ... k. We first prove that all the unmarked « Each node inC' has a higher priority tham.
nodes can be coverddtimes. If a node. is not marked,  For coverage without connectivity, the first constraint
it must be the neighbor of a node i@; in roundi. can be removed. The following algorithm provides an
Therefore, there aré nodes from each of the se€%, implementation where each node determines its status
Cs, ..., C, that are neighbors af, andwu is coveredk (marked or unmarked) based on its 2-hop neighborhood
times by the seC = > C;,i=1,... k. information. Initially, it is assumed that all nodes are

t, is smaller thank, it designatest-t unmarked
neighbors to be marked.

Then we prove the connectivity. Let us assumds
the gateway set of clusterhead 6gt For any two nodes
u, v, (u,v € C), we now prove there is a path which
cgntains only nodes if' to connect them. When, v €



Algorithm 3: Pruning-baseds-C'S/k-CC'S Algorithm
(PKA)
1) Each nodeu is given a unique priority/.(u), and
each node: is represented by tupld.(u), I D(u)).
2) Each node broadcasts its neighborS€t), where
N(u) = {v|v is a neighbor ofu }.
3) At node u, build a subset:C(u) = {vjv €
N(u), L(v) > L(u)}. Nodew is unmarked if:
a) subsetC(u) is connected by nodes with
higher priorities thanu (this constraint is
removed for a solution without connectivity),

and
b) for any nodew € N(u), there arek distinct
nodes inC(u), say vy, vs, ..., vk, such that
w € N(v;).
marked. After the algorithm terminates, all the marked 'qﬂ N : . AN
nodes form the:-CCS/k-CS. I . ) ~ :Q§~~ %
Theorem 3:The marked nodes from PKA form /& W \ : | \\
CSIk-CCS of the network. ' % ’
Proof: Let us assume a nodeis unmarked. Then . W\ N AP | v%}
according to PKA, there exists a sét C' = {s|s € ; \&%95 ‘ \&%95

N(u),L(s) > L(u)}, and every node in N(u) has at B Tl L T R S S
leastk neighbors inS. That is to sayu is not in the (b) k-C'S by CKA of size 9(c) k-CCS by PKA of size 13
highestk rank (based on priority) nodes af thus u
is safe to be unmarked. Therefore, for each node oS . .
G, its k highest rank neighbors do not have chances to - AN i : AN
unmark. Every node in the network is coverkdimes : - :
by the marked nodes. : \ |

As to the connectivity, when condition 3 holds, the - : |- \
node set marked by PKA is a superset of the node set’ | %, %
marked by pruning Rulé algorithm [6] on the network, | g ==
which takesk as 1. Thus the connectivity is guaranteed. -

[ |

o®
o

L VR S S B R S S S R )

(d) k-C'S by PKA of size 12 (e) k-C'S by LPA of size 12

C. Examples Fig. 1. A small scale exampler(= 15,k = 2,r = 40).

In this subsection, a small scale example and a large
scale example are shown to illustrate the proposed algo- :
fithms P Prop gsame as that of thé-CCS in (a), the marked nodes

Figure 1 is the small scale example. There are ]%r
nodes in the network. The transmission range is 4 ar?g not necessary. This is because, according to CKA,

Ik IS ZH The mlﬂlmun:j node dfg(;ee_ 'E éhe netv(;/or;( IS n%e gateway selection and the times of clusterhead
ess than 2. The nodes marked with diamonds form tI%%Iection are independent, and when the last step checks

resultantk-C'S or k-CCS in the figures. In (a), there 5 the marked nodes, additional marked gateways may
are 9 nodes in the resultaltC'C'S using CKA. We can pe|s to prevent adding more nodes in the set. (c) is

see that all the marked nodes are connected, and eV@{y resultantt-CC'S with the size of 13 by the PKA.

node in the network is covered at Ie_ast twice by they) shows thei-C'S by the PKA (without connectivity).
marked nodes. (b) shows theC'S of size 9 after the There are 12 nodes in the set. Compared with (c), node
CKA (without connectivity). Although the size is the

e different. Generally speaking, the size of resultant
CS by CKA is smaller than that ok-CC'S, but this



""" """"" """"" ------- ~~~~~~~~~ of the PKA. There are 77 nodes in it. (d) is theCS,
: : L : also with 77 nodes. (e) is the resultaniC'S by LPA.
There are 55 nodes in it.

........ TS o5 D. Theoretical bounds
e TR "i{:”’v@ "1" Let CK Ay, be the backbone constructed by the cluster-

o & based algorithm CKA. Similarly, lePK A denote the
s

& ¢
49 ./ ‘ (a ‘1‘

backbone constructed by the pruning algorithm PKA that

achievesk-coverage, and) PT;, be the minimal node
set that achieveg-coverage. We prove that the size of
S : CK Ay is O(k?) times the size ofDPT} in the worst
R S - ’ Pt oW case, and the average size R A, is O(k) times the
N ! : size of OPT}, in random wireless sensor networks.

Theorem 4:In a unit disk graph|CK A;| = O(k?) -

(a) k-CCS by CKA of size 62 (OPT,| for all k > 1.
. o o g o Proof: From the cluster-based algorith@ /X A; =
5/ o 7}?& — 4 b CiUCyU...UC,UDUCY, whereC; (1 <i<k)is
e N\ e | SRR : | the set of clusterheads selected in rodnd is the set
; of gateways to connect;, and Cj, is the set of nodes

added in the last step to ensukecoverage of marked

B ; ’\ nodes. It has been proved in [2] that

= Ly e G = 0(1) - |OPTy|
agedy ¥ . e#=s ®  for1<i<kand
(b) k-CS by CKA of size 53(c) k-CC'S by PKA of size 77 |D| — O(l) . |OPT1|
df f Ts : Therefore, the number of marked nodes before the last
A | 7l vl 7 step is
hS \, | Ihavea |
|C1| + |Ca| + ...+ |Ck| + |D| = O(k) - |OPTy|

Je 3y 3 Note that in the last step, at moktneighbors of each
& \ ] (e \ i marked node are added (.. That is,

|Gl < B(ICh] + |Cal + ... + |Gkl + |DI)

Combine the above equations, we ha@d( P;| < (k +
D(IC1| + |Co| + ... + |Ck| + |D]) = (k + 1)O(k) -
|OPTy| = O(K?) - |OPTy| Whenk > 1, |OPT}| <
|OPTy|, and|CLSy| = O(k?) - |[OPTy|. n

Theorem 5:In random  unit disk  graphs,

1 is not marked. This is because, neighbors of 1 fori(|PK Ax|) = O(k) - |OPTy| for all k& > 1.
two connected components. One is nodes 4, 7, and 10, Proof: Consider a square regiof with sided =
and the other is nodes 12, 13, and 15. Neither of thes&+/2 (diagonal liner/2). As shown in Figure 3, if
two components can satisfy the three constrainsifor A is not empty, neighbors of nodes i are within a
CCS. But if they combine together, they are qualified? x 7—4 = 45 square region surrounding. These square
Therefore, node 1 unmarks itself k¥C'S constructing. regions can bé-covered by putting: nodes in each of
(e) isk-CS by LPA, and there are 12 nodes in it. the 12 gray regions. Note that the$2k nodes are all

Figure 2 is the large scale example. There are 1@@ighbors of an arbitrary node iA. In addition, these
nodes in the network. The transmission range isk28. nodes connected via themselves. Suppose these nodes do
3. (a) is thek-CC'S of CKA. There are 62 nodes in it.exist, and among them nodehas the lowest priority,
(b) is thek-CS, which has a size of 53. (¢) iL-CCS then all nodes inA with a lower priority thanv can be

(d) k-C'S by PKA of size 77 (e) k-CS by LPA of size 55

Fig. 2. A large scale example:(= 100, k = 3,r = 20).



Therefore,
E(|PKA]) <Y E(Ra) = N-O(k?) = O(k)-|OPT;|
i=1

AR )] "

\ , ) VI. THE VARIATION: k-(CONNECTED) PARTIAL
N COVERAGE SET (k-CPCS)

In this section, we put forward a variation of tle
Coverage Set problem, tike(Connected) Partial Cover-
age Set problems. We give the definition of this variation
at first, and then extend our solutions fCCS/k-CS
problems to solve it.

Fig. 3. For any node in region, placing k& nodes in each gray
region is sufficient tak-cover its neighbors.

unmarked. That isSPK A4 C {u|L(u) > L(v)}, where A. Definition

PK Ay, is the set of marked nodes i. In the k-Connected Partial Coverage SétqPCS)
Let V4 be the set of all nodes within these 45 squaresroblem, the first condition df-Connected Coverage Set
We sortV4 in the descending order of node priority, ang.-C'C'S) Problem is relaxed to having only the nodes in
denote them by theiranks 1,2, ..., V4] in the sorted y _ ¢ covered by at least different nodes inC'. This
list. The node with the highest priority has the lowesfariation is motivated by distributed intrusion detection,

rank 1. LetAVy C V4 be the set ofl2k nodes with \where typically the working sensors themselves are not
minimum ranks thak-covers all neighbors ofl, andR4  necessarily monitored.

be the maximal rank of nodes iAV4. From the above o
discussion|PK A4| < R. In the following discussion, {c-annected Partial Coverage dSetl{-C(J;CS) Zrob- .
we prove thatE(124) = O(k?). em: Given a constant: > 0 and an undirected grap

PartitionV4 into k subsets/}, V2 ... V¥, whereV} G=(V,E) find a sqbset 01_‘ nodes' C V' such that (1)
consists of nodes with ranksk + ¢,2k +4,... for 1 < each node iV — C' is dominated (covered) by at least
i < k Let AV C Vi be the sét of127nodes with F different nodes irC', (2) the number of nodes i@ is

S k. A S Va

minimum ranks that 1-covers all neighbors df and minimized, and (3) the nodes Il are connected.

RY, be the maximal rank of nodes iAV}. Obviously, Similarly, in the k-Partial Coverage Setk{PCYS)
problem, the first condition ok-Coverage Seti(C'S)

Problem is relaxed to having only the nodeslin- C

1<i<k being covered by at leagt different nodes irC.

k
Ra < max Ry <> RY4

i=1
It has been proved in [6] that when nodes and no@e |inear Programming Solution

ioriti v distribut
priorities are randomly distributed, In order to apply the LP-based Algorithm from Section

E(RYy/k) =0(1) IV to the k-PCS problem, we redefine the coefficients
a;; as follows:
for 1 <4 < k. Therefore ..
kE ifi=j
k . k 4 a;; =< 1 if nodes; is covered by node;
E(Ra) < ZE(RlA) - ;kE(Ri‘/k) - O(k2) ’ 0 otherwise !
i=1 i=

Since each non-empty regiofy is covered by at least Then, we can formulate the-PC'S problem using
Pty reg y the integer programming (1) and the relaxed linear

k nodes fromO PT;,, and each nodes i@ PT;, can cover . hat this ti h .
at mostO(1) such regions, the total number of non_programmlng (2). Note that this time the constraint

empty redions in the network is i1 aijzy > k, for alli = 1,...,n, guarantees that
Pty Teg only the nodes i/ — C' are covered by at leagtnodes
N = O(1/k) - |OPTy| in C.

Additionally, we can directly apply the LP-based
From the above discussion, the average number Aforithm (see section 1V) for thé&-PCS problem by
marked nodes in each non-empty regidn is O(k?). settingp = A + k.



k 2 3 4
Jiang's | 325.50 325.50 325.5(
CKA 22.20 27.45 33.75
PKA 23.35 32.10 40.55

Size of k-CCS
Size of k-CS

TABLE | , ;
60 19
COMPARISON OFJIANG’S, CKA, AND PKA s/ wl/
’ i
(T = 407” = 100077/. = 7) 50100 200 300 400 500 600 700 800 900 1000 17100 200 300 400 500 600 700 800 900 1000

Number of nodes Number of nes

(@) k-CC'S with = 20 (b) k-CC'S with r = 40

Theorem 6:The LP-based algorithm is anp- w8
approximation algorithm for thek-PCS problems,

wherep = A + k and A is the maximum node degree: **

Proof: The proof is the same as the proof for .~

Theorem 1 (see section V), by observing that= U FE 1 AL LI L

A _|_ k — maxlgign Z;l:1 a”ij' . Number of nodes Number of nodes
(c) k-CS with r = 20 (d) k-CS with r = 40

500 [CKA -~

400

300

Size of k-CS

C. Non-Global Solutions , : . .
) o Fig. 4. Comparison ok-CCS & k-CS by different algorithms
In this variation, only the unmarked nodes shoulg = 2).

be coveredk times. For CKA, the last step, which
is to guarantee thetk coverage of marked nodes,
should be removed. Thus, the modified algorithm, calleédPA, CKA, and PKA are also simulated and analyzed.
extended CKA (ECKA), will obviously generaté- A mesh-based gateway selection algorithm is used in the
PCSIE-CPCS. CKA.

For PKA, the second condition becomes: Any neigh- Linear programming is implemented using Matlab. All
bor of » that is not inS should be a neighbor of atother approaches are implemented on a custom simula-
leastk nodes fromS. The modified algorithm is called tor. To generate a random networknodes are randomly

extended PKA (EPKA). placed in a restrictetld0x 100 area. We assume all nodes
Theorem 7:All the nodes marked by EPKA form ahave the same tra_n_smls_smn range; therefore, all links be-
k-PCSIE-CPCS. tween them are bidirectional. Networks that cannot form

Proof: The proof is the same as the proof fo q h q . ller than the deieed
Theorem 3 (see section 5), by observing that the chan nodes whose degree IS sma ert an_t € es_uaaz _
also discarded. The tunable parameters in our simulation

condition (every nodev in N(u)-C has at leastk ol ) h d be h h
neighbors inC) guarantees each unmarked nod€rits &€ as T0lOWs: (1) The node number We change the

k highest rank neighbors do not have chances to unma\rrlﬁf.mbe'r of_(_jeployed nodes_ frofg0 to 1000 to Che_Ck_
the scalability of the algorithms. (2) The transmission

ranger. We use 20 and 40 as transmission ranges to
If we use the example in Figure 1 as input topologyroduce the effect of link density on the algorithms. (3)
we get the fOIIOWing results. ECKA generates the The coverage parametm We use 2, 3’ and 4 as its
CPCS of size 9 and thek-PCS of size 6; EPKA yajues. The performance metric is the number of nodes
generates th&-CPCS of size 11 and thé-PCS of in the resultank-CCS/k-CS or k-CPCS/k-PCS. For

dE%acs;rongly connected graph are discarded; networks that

size 8. ELPA gets &-PC'S, which is of size 11. each tunable parameter, the simulation is repeated 1000
times or until the confidence interval is sufficiently small
VII. SIMULATION (1%, for the confidence level di0%).

This section presents results from our simulation. Table VII compares the sizes of resultartCC'S by
The linear programming approach (LPA) far-C'S, Jiang’s, CKA and PKA. Since in Jiang’s algorithm [9],
the k-coverage approach by Jiang et al (Jiang’s) fahe biggest vacant square territory (BVST) is assumed to
k-CCS, the cluster-based algorithm with and withousmall enough, the network is quite dense. We use 1000
connectivity (CKA), and the pruning algorithm with andas the number of node and 40 as the sensing range in
without connectivity (PKA) fork-CC'S andk-C'S are all Jiang’s. Thus the adjusted transmission randgjs 7.
evaluated and compared in the simulation. The extendé& can see that CKA and PKA have better performance
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Fig. 6. k-CCS & k-C'S by PKA & CKA with k = 2, 3,4 (r = 20).
k-CS by CKA has the smallest size, and next is the
CCS by CKA. k-C'S by PKA has almost the same size

than Jiang's. This is because Jiang’s is designed for tagk-CCS by PKA. Figure 6 shows the size éfCCS
worst case bound, while CKA and PKA are based dh (&), andk-C'S in (b) as parametek varies. We can
average cases, and Jiang's does not generat€’'a’s see that with largek, the size ofk-CC'S or k-C'S from
set corresponding to every single valueipfliang’s has CKA or PKA is Iarger. But when the number of node is
smaller transmission range than CKA or PKA. great, this increase is less significant.

Figure 4 shows the comparison of the proposed LPA,Figure 7 shows the resultart-PCS/k-CPCS by
CKA, PKA algorithms. (a) shows the resultabiCCSs LPA, CKA, and PKA. We can see that these figures
by CKA and PKA when transmission range is 20. (b) idr¢ quite the same with those in Figure 4, except that
the same result when transmission range is 40. We dhg size of resultant sets are relatively smaller. This is
see that CKA has better performance than PKA. Thigcause-PCS/k-CPCS are subsets of-C'S/k-CCS.
is because CKA is a quasi-local while PKA is locaFigure 8 is the comparison of-C'S/k-CCS with the
algorithm. More information leads to a more precisgorrespondingk-PCS/k-CPCS by CKA in (a), and
precess. (c) shows theC'Ss by CKA, PKA and LPA PKA in (b). We can see that ECKA/EPKA generates
when range is 20. We can see that both CKA and Pknaller-sizedk-PCS/k-CPCS compared with thek-
have better performance than LPA, especially when theS/k-CCS by CKA/PKA. The difference betweek-
node number is large. (d) is when range is 40. LPA hd¥C'S and k-CPCS by EPKA is more significant than
worse performance than CKA and PKA, especially whéhat of k-C'S and k-CC'S by PKA.
the network is dense. A dense network has a negativel he simulation results can be summarized as follows:
impact on the performance of LPA. This is because 1) CKA has better performance than PKA, especially
a dense network increases the maximum node degree, in generatings-CS.
and thus the LPAs performance ratio. Additionally, a 2) CKA and PKA have better performance than LPA,
large maximum node degree decreases the k-set cover especially when network is relatively dense.
selection threshold1(/p), and therefore more nodes are 3) The sizes ofk-C'S andk-CCS by PKA are very
added to the sef’. As the theoretical results indicate, close.

LPA performs better for sparse topologies. 4) Greaterk leads to larger sized-CS/k-CC'S.

Figure 5 shows the comparison @FCS and k- 5) ELPA, ECKA, and EPKA have similar perfor-
CCS by different algorithms using different transmis- mance over-PCS/k-CPCS.
sion ranges, 20 in (a) and 40 in (b). We can see thaté) CKA and PKA have better scalability than LPA,
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(6]

(7]

(8]
(9]

[10]

especially when the network is relatively dense. [11]

7) LPA performs better in sparse topologies; a den

topology, with a large maximum node degree,
negatively affects both LPA's performance ratio as

well as the k-cover set selection threshold.

VIIl. CONCLUSION
In this paper, we have addressed th€Connected)

Coverage Seti(-CS/k-CCS) problems in wireless sen-

[13]

[14]

sor networks with the objective of minimizing the total

energy consumption while obtaining coverage for [

reliability. We have proposed one global solution for

[16]

CS and two non-global algorithms. The first one uses

a cluster-based approach to select backbone nodes to

form the set. The second uses the pruning algoritqun,]
based on only 2-hop neighborhood information. We also

put forward a variation of thig-coverage problem. We

have analyzed the performance of our algorithms throu&ﬁ]

theoretical analysis and simulations.

The pruning based algorithm is based on 2-hop neigh-
borhood information. We find out that in the threél®]

conditions of this algorithm, th€' set can beh hops

neighbors of node;, andh is not necessarily 1. But this

relaxed condition fails to generate PCS/k-CPCS in

[20]

the extended version. In the future, we will work on these

algorithms to further increase their performance.
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