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Abstract. We introduce the notion of a Social Secret Sharing Scheme, in which shares are allocated based on a player’s reputation and the way he interacts with other participants. During the social tuning phase, weights of players are adjusted such that participants who cooperate will end up with more shares than those who defect. Alternatively, newcomers are able to be enrolled in the scheme while corrupted players are disenrolled immediately. In other words, this scheme proactively renews shares at each cycle without changing the secret, and allows trusted participants to gain more authority. Our motivation is that, in real world applications, components of a secure scheme may have different levels of importance (i.e., the number of shares a player has) as well as reputation (i.e., cooperation with other players for the share renewal or secret recovery). Therefore, a good construction should balance these two factors respectively. In the proposed schemes, both the passive and active mobile adversaries are considered in an unconditionally secure setting. \(^1\)

1 Introduction

The growth of Internet has created amazing opportunities for secure multiparty computations where various users, intelligent agents, or computer servers cooperate in order to conduct computation tasks based on the private data they each provide \cite{8}. Since these computations could be among untrusted participants or competitors, consequently, the privacy of each participant’s input is an important factor.

As stated in the literature, a fundamental method used in secure multiparty computations is the secret sharing scheme \cite{19, 3}, where a secret is divided into different shares for distribution among participants (private data), and a subset of participants then cooperate in order to reveal the secret (computation result). In particular, Shamir proposed the \((t, n)\)-threshold secret sharing scheme, in which the secret is divided into \(n\) shares for distribution among players. The shares are constructed such that any \(t\) participants can combine their shares to reveal the secret, but any set of \(t - 1\) participants cannot learn anything about the secret.

Sample applications of such schemes are: joint signature or decryption, where a group of players sign documents or decrypt messages with the intention that only if all of them or a subset of participants cooperate then a signature or a message can be generated \cite{9}, shared RSA keys, in which a number of players collaborate to jointly construct an RSA key \cite{5}, electronic auctions with private bids, where a group of agents perform sealed-bid electronic auctions while preserving the privacy of the submitted bids \cite{10}.

To construct a secure scheme, first the security model needs to be defined. We consider various types of adversaries. In the passive adversary model, participants follow protocols correctly but are
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curious to learn the secret information. On the other hand, in the active adversary model, players may deviate from protocols while trying to learn the secret data.

In addition, the passive or active adversary might be classified in a static or mobile setting. The former refers to the adversary who corrupts players ahead of time, while in the latter case, the adversary may corrupt different players at different stages of the protocols’ executions. Finally, the entire security model might be computational, meaning that, the security of the protocols relies on the computational assumptions such as the hardness of factoring, or unconditional, meaning that the adversary has unlimited computation power.

1.1 Motivation

Our motivation is that, in real world applications, components of a secure system may have different levels of importance, i.e., the number of shares a player has, as well as reputation, i.e., cooperation with other players for the share renewal or secret recovery. Therefore, a good construction should balance these two factors respectively, that is, adjusting the responsibility based on reliability. Assume a major shareholder has been attacked. If the scheme is not re-arranged the security cost would be severe. On the other hand, if a player with a small number of shares is working reliably for some period of time, it might be rational to assign him more shares.

Although our goal is to focus on the theoretical aspects of such a construction, we motivate the proposed scheme by the following scenario. Suppose shares of a secret have been distributed among various players based on their weights in a secure system, consequently, revealing the secret will trigger an action. The aim is to monitor participants’ behaviors over time to regulate players’ responsibility. As an example of this scenario, we can refer to real time systems that are subject to operational deadlines. If a server provides his share in a single time slot when it is needed, he is classified as a cooperative player in that time period. Otherwise, he is not a reliable server.

1.2 Contribution

Our major contribution is the idea of a social secret sharing scheme, where shares are allocated based on each player’s reputation and behaviors. In fact, shares are proactively renewed at each time period without changing the secret, while allowing the cooperative players to gain more authority.

Our scheme is called a social secret sharing scheme since it can be visualized in terms of players collaborating to recover the secret in a social network, based on their reputations. This is similar to human social life where people share more secrets with whom they really trust and vice versa. In the literature, there exist dynamic schemes with different properties than our constructions, such as schemes in which one can activate various access structures [4], enroll or disenroll participants [24], or change the threshold [22].

As the main contributions, first, the formal definition and necessary conditions of a social secret sharing scheme is provided. Second, a scheme under the passive mobile adversary model is constructed, and the required techniques for the weight escalation/reduction based on the existing trust computation model [14] is proposed. In addition, a new tool, called the enrollment protocol, is developed for the primary construction. Third, the unconditionally secure proactive and verifiable secret sharing scheme in [21, 7] is generalized, in order to extend our approach to an active mobile adversary model, where each player has at most $m \geq 1$ shares rather than a single share.

Our constructions are dealer-free, unconditional, and working under the passive/active mobile adversary models. In fact, it is quite challenging to design protocols in this setting. In other words,
if one relaxes any of these assumptions, then he can decrease the computation and communication complexities. For instance, by using a trusted authority, or constructing the proposed scheme by relying on computational assumptions, or considering the simple passive adversary model without mobility.

1.3 Organization

This paper is organized as follows. Section 2 provides some preliminaries. Section 3 creates a general picture of our social secret sharing scheme. Section 4 demonstrates the first construction under the passive mobile adversary model. Section 5 extends the first scheme to the active mobile adversary model. Finally, Section 6 contains concluding remarks.

2 Preliminaries

In the following discussions, secret sharing schemes and trust management are quickly reviewed in order to create the required foundations for our proposed social secret sharing scheme.

2.1 Secret Sharing

As mentioned earlier, in a $(t,n)$-threshold secret sharing scheme, the secret is divided into $n$ shares to be distributed among players. Consequently, the secret is reconstructed if at least $t$ players cooperate with each other. On the other hand, any subsets of $t-1$ players cannot learn anything about the secret.

In a verifiable secret sharing scheme [6], participants can verify that their shares are consistent with those of other participants. The authors in [1] present an unconditionally secure VSS when $t \leq \frac{n}{3}$. They only assume the existence of secure private channels between each pair of players. The proposed scheme in [16] uses the same communication model along with a broadcast channel to construct a new VSS when $t \leq \frac{n}{2}$. The former construction has a zero probability of error while the latter one has a negligible probability of error.

The authors in [11] illustrate the notion of the proactive secret sharing scheme, where the shares of players are updated without changing the secret. This solution is proposed for the mobile adversary model [15], where the adversary can infiltrate and gather the shares of an increasing number of participants over time in order to finally recover the secret.

To assign multiple shares rather than a single share to some players, the weighted secret sharing scheme is introduced [2]. For instance, consider the scenario in which the president and chief executive of a company have the collective authority to open the safe deposit box of the company, but that any two vice-presidents can substitute for a missing party in their absence. In this scenario, the weighted scheme is used in order to prioritize different players.

2.2 Trust Management

In the context of the social networks, trust is the expectation that a player has about the future behavior of another player based on the history of their interactions. On the other hand, reputation is the perception that a player creates by past behaviors about his intentions. The former is a personal quantity while the latter is a social quantity [13]. A comprehensive survey of the existing trust and reputation systems are presented in [12].
Definition 1. We define $T_i^j(p)$ as the trust value assigned by player $P_j$ to $P_i$ during period $p$, and $T_i(p) : \mathbb{N} \rightarrow \mathbb{R}$ as the trust function, which represents the reputation of $P_i$.

$$T_i(p) = \frac{1}{n} \sum_{j=1}^{n} T_i^j(p)$$ where $-1 \leq T_i(p) \leq +1$ and $T_i(0) = 0$.

It is clear that if all players $P_j$ have the same view (equal trust values for $P_i$), then $T_i(p) = T_i^j(p)$ for $1 \leq j \leq n$, which means, trust values are equal to the reputation value. Our social secret sharing scheme also requires a trust function with the same view for all players in order to distribute shares among participants. The construction of this function is out of the scope of this article, and it is independent of the proposed secret sharing scheme, meaning that, one can apply an arbitrary trust function. Therefore, we use the trust management approach in [14], which illustrates and resolves the problem of the well-known solution in [23]. We quickly review this technique in order to give a flavor of the trust calculation in social networks.

The general idea in [14] is to support good players, discredit bad ones, and create opportunities for newcomers whom we do not know much about their behaviors. As shown in Table 1, six possible actions and three sets $\mathcal{B}, \mathcal{N}$, and $\mathcal{G}$ are defined for bad, new, and good players respectively, where $\alpha, \beta$ define boundaries on trust values for different sets of players.

<table>
<thead>
<tr>
<th>Trust Value</th>
<th>Cooperation: $P_i(C)$</th>
<th>Defection: $P_i(D)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_i \in \mathcal{B}$ $\Rightarrow$ $T_i(p) \in [-1, \beta]$</td>
<td>Encourage</td>
<td>Penalize</td>
</tr>
<tr>
<td>$P_i \in \mathcal{N}$ $\Rightarrow$ $T_i(p) \in [\beta, \alpha]$</td>
<td>Give a Chance</td>
<td>Take a Chance</td>
</tr>
<tr>
<td>$P_i \in \mathcal{G}$ $\Rightarrow$ $T_i(p) \in (\alpha, +1]$</td>
<td>Reward</td>
<td>Discourage</td>
</tr>
</tbody>
</table>

Table 1. Six Possible Actions for the Trust Management

This construction applies monotonically increasing and decreasing functions $\mu(x)$ and $\mu'(x)$ in the case of cooperation and defection to compute the trust function recursively, i.e., computing $T_i(p)$ by using $T_i(p-1)$. This property leads to a fair trust computation compared to [23].

$$P_i(C) \Rightarrow T_i(p) = T_i(p-1) + \mu(x)$$

$$\mu(x) \in \begin{cases} 
[\eta, \theta] & P_i \in \mathcal{B} \\
\theta & P_i \in \mathcal{N} \\
(\theta, \kappa] & P_i \in \mathcal{G}
\end{cases}$$

$$P_i(D) \Rightarrow T_i(p) = T_i(p-1) - \mu'(x)$$

$$\mu'(x) \in \begin{cases} 
(\theta, \kappa] & P_i \in \mathcal{B} \\
\theta & P_i \in \mathcal{N} \\
[\eta, \theta] & P_i \in \mathcal{G}
\end{cases}$$

For instance, by assigning $\eta = 0.01 < \theta = 0.05 < \kappa = 0.09$, we can simply define various points and construct an appropriate trust function via regression.
3 Social Secret Sharing Scheme

The proposed model consists of \( n \) participants, \( P_1, P_2, \ldots, P_n \), and a dealer who is available only during the initialization phase. We assume the existence of private channels between each pair of participants (to be used during the share renewal step), and that the dealer can communicate privately with participants in the dealing stage. We also assume the existence of a synchronized broadcast channel, on which information is transmitted instantly and accurately to all participants. Let \( \mathbb{Z}_q \) be a finite field and let \( \omega \) be a primitive element in this field; all computations are performed in the field \( \mathbb{Z}_q \).

Our intention is to construct unconditionally secure schemes, i.e., schemes that do not rely on computational assumptions. We consider both the passive and active adversaries with mobility, i.e., who are able to change the set of corrupted players from time to time during the execution of protocols. In the first construction, players correctly follow all protocols but are curious to learn the secret, while in the second one, players may deviate from the protocols.

In social secret sharing, each participant initially receives a constant number of shares. As time passes, players are assigned weights based on their behaviors in the scheme. Consequently, each participant receives a number of shares corresponding to his trust value which is the representation of a player’s reputation over time. In fact, weights of participants are adjusted such that cooperative players receive more shares compared to non-cooperative ones. Alternatively, newcomers can join the scheme while corrupted players are disenrolled immediately. The reason for a corruption might be an active attack or a computational failure. Therefore, the corrupted server is able to re-enroll in the scheme only after being fixed, and in that case, he is treated as a newcomer.

Example 2. We consider a matrix \( M_{n \times m} \) for the participants’ identifiers, where \( n \) is the maximum number of participants and \( m \) is the maximum weight of any participant. As an example shown in Figure 1, assume we have four participants with different weights. After some period of time, suppose we observe defection (e.g., not being available to send \( S_4 \)) from the first participant and cooperation from the fourth player. In that case, the scheme decreases \( w_1 \) to 3 and increases \( w_4 \) to 2. That is, disenrollment of \( i = 4 \) and enrollment of \( i = 14 \) take place.

![Fig. 1. Social Secret Sharing Scheme](image)

To further illustrate the proposed scheme, different possible behaviors are defined. After that, the required conditions are illustrated in order to ensure the scheme is working correctly. Finally, the formal definition of a social secret sharing scheme is presented.
Definition 3. Cooperation \( P_i(C) \): \( P_i \) is available at the time of share renewal or secret recovery and sends correct information. Defection \( P_i(D) \): \( P_i \) is not available at the required time or probably responds with delay. Corruption \( P_i(X) \): \( P_i \) has been compromised by a passive or active adversary and may send incorrect information.

Definition 4. To recover the secret, the total weight of authorized players \( \in \Delta \) (uncorrupted) must be equal or greater than the threshold, i.e., \( \sum_{P_i \in \Delta} w_i \geq t \). On the other hand, the total weight of colluders \( \in \nabla \) (corrupted) must be less than the threshold, i.e., \( \sum_{P_i \in \nabla} w_i < t \). Finally, the weight of each player is bounded to a parameter much less than \( t \), i.e., \( w_i \leq m \ll t \) for \( 1 \leq i \leq n \).

Definition 5. The Social Secret Sharing Scheme \( S^4 \) is a three-tuple denoted as \( S^4(Sha, Tun, Rec) \) consisting of secret sharing, social tuning, and secret recovery respectively. The only difference compared to the threshold scheme is the second stage, in which the weight of each player \( P_i \) is adjusted based on the player’s reputation \( T_i(p) \), after that, shares are updated accordingly.

4 Passive Adversary Model Construction

In this construction, we consider the passive adversary model, where players follow all protocols but an unauthorized subset of them may collude to gather information and attempt to reconstruct the secret.

4.1 Secret Sharing (Sha)

Suppose, the dealer initiates a secret sharing scheme by generating a polynomial \( f(x) \in \mathbb{Z}_q[x] \) of degree \( t - 1 \) in which its constant term is the secret \( f(0) = \zeta \), i.e., Shamir’s scheme [19]. He sends shares of player \( P_i \) for \( 1 \leq i \leq n \) according to his weight \( w_i \), and then he leaves the scheme:

\[
\varphi_{ij} = f(\vartheta_{ij}) \quad \text{for} \quad 1 \leq j \leq w_i
\]

where \( \vartheta_{ij} = im - m + j \) and \( m \) is the maximum weight of any participant. The initial trust value is zero for all players. This trust value and, consequently, weights of participants are updated at each cycle during the share renewal stage based on players’ behaviors.

4.2 Social Tuning (Tun)

Our scheme provides a mechanism for assigning new weights to players based on their behaviors at the end of each time period, where by behavior we refer to a participant’s reputation. We intend to apply a weight adjustment technique that supports reliable participants because of their repeated cooperation, reduces the influence of unreliable players due to their past defection, and protects the scheme from colluders.

In fact, the trust function illustrates how reputable or trustworthy each participant is. One simple solution is to assign an initial trust value to newcomers, increase this value by a constant factor if the participant is cooperating, and decrease it otherwise. However, this naive method does not consider various scenarios when making the adjustment. For that reason, we apply the proposed trust function in [14], as illustrated in Section 2.2.

Although we limited the weight of each player by \( m \), this trust function \( T_i(p) \) also bounds the trust value, both above and below, so that a participant cannot continually build up the reputation
in order to be the main shareholder and form a monopoly. In other words, it protects the scheme in a scenario where a malicious player cooperates for a while in order to gather most of the shares for a severe damage.

Furthermore, consider the scenario in which a player cooperates in the share renewal stage for several times (cheap cooperations) until reaching a high trust value, at which point he may defect the secret recovery stage (an expensive defection) without significant effect on his reputation value. The authors in [14] define the parameter $\lambda$ as the transaction cost. In that case, the scheme would be able to fairly deal with the players’ cooperation and defection.

Finally, since players’ weights and consequently trust values are public information, therefore, the trust computation and weight adjustment can be done by any authority or a committee of players on a public board. In the next, we illustrate how to increase and/or decrease the weight of different players consistently.

**Inactivating Non-cooperative Players’ Shares.** Now that we have a trust value for each participant, we turn to the task of using that value to adjust the scheme. Clearly, identifier $j$ for $1 \leq j \leq m$ should be inactivated for each player whose trust value has been decreased and activated for players whose trust values are risen or for newcomers. The task is to determine how many $ids$ should be inactivated for non-cooperative participants, and how other $ids$ should be activated for cooperative players and new participants.

One option for the share removal is simply to disenroll a single $id$ of a player each time his trust value decreases. However, such an approach does not take into account the total number of shares in the scheme, nor does it consider the number of shares each participant has. For instance, if the player has a large number of shares, inactivation of a single $id$ has a negligible effect, on the other hand, a participant with only one share remaining is totally removed from the scheme. One particular approach is to inactivate a number of $ids$ for each player $P_i$ proportional to the amount that the player’s reputation $T_i(p)$ is decreased:

$$P_i(D): defection \Rightarrow w_i(p) = \left\lfloor w_i(p-1) \cdot (1 - \frac{\tau}{2}) \right\rfloor$$

where $\tau = T_i(p-1) - T_i(p) \geq 0$ is the coefficient of the weight reduction for the non-cooperative players. If $w_i(p)$ becomes zero, $P_i$ is removed from the scheme, i.e., the release of a row in $\mathcal{M}_{n \times m}$. Consequently, the total number of $ids$ to be activated in the entire scheme is given as follows:

$$\delta(p) = \sum_{i : P_i(D)} \left( w_i(p-1) - w_i(p) \right)$$

**Example 6.** Suppose that trust values of a non-cooperative player $P_i$ and a cooperative player $P_j$ have been decreased from $T_i(p-1) = -0.2$ to $T_i(p) = -0.8$ and $T_j(p-1) = 0.8$ to $T_j(p) = 0.2$ accordingly. In that case, the weight reduction coefficient $\tau = 0.6$ would be the same due to the symmetric range of the trust function. In this example, $P_j$ has done an expensive defection compared to the $P_i$ so that they got the same reduction rate. Since $T_i(p) \in [-1, +1]$ for every player, we divide $\tau$ by 2 in order to compute the rate of the weight reduction in the $[0, 1]$ interval.

**Activating Cooperative Players’ Shares.** Given the number of $ids$ to be activated, we now define which players should receive extra shares and how many newcomers can enter into the
scheme. For each participant $P_i$, consider the ratio of a player’s trust value $T_i(p)$ to the number of shares he is holding $w_i(p)$. This ratio $\rho = T_i(p)/w_i(p)$ increases with the participant’s trust value enhancement, and decreases as the participant gains more shares.

As a result, it is reasonable to activate ids in participants for whom this ratio is highest, but this is not enough since we also need to consider newcomers whose trust values are zero. Therefore, to have a fair policy, we give the first priority to cooperative players for whom this ratio is both highest and positive, the second priority to newcomers, and the third priority to other cooperative players with negative trust values. However, the conditions of Definition 4 must be satisfied in Algorithm 1.

**Algorithm 1**: Activation of Players’ ids

| collect cooperative & new players in an array $A$ |
| compute the trust-to-share ratio $\rho$ for $P_i \in A$ |
| sort the array $A$ based on the computed ratio $\rho$ |
| $k := 0$ (assume $\delta(p) \leq |A|$) |
| for $j := 1$ to $|A|$ do |
| select player $P_i$ from $A[j]$ |
| if $0 < w_i(p) < t - 1$ then |
| (known player) |
| activate a new id for $P_i$ |
| $w_i(p) := w_i(p - 1) + 1$ |
| $k := k + 1$ |
| else if $w_i(p) := 0$ then |
| (new player) |
| assign a row in $M_{n \times m}$ to $P_i$ |
| activate a new id for $P_i$ |
| $w_i(p) := 1$ |
| $k := k + 1$ |
| end if |
| if $k := \delta(p)$ then |
| break the loop |
| end if |
| end for |

We assume that there are enough cooperative and/or new players $P_i$ with $w_i(p) < t - 1$ to activate their ids, i.e., $\delta(p) \leq |A|$. The scenario in which there are no cooperative participants or newcomers to receive shares seems unlikely. However, our algorithm can easily be modified to handle this situation by assigning the remaining shares to non-cooperative participants who still have relatively high trust values; doing so maintains a constant number of shares in the scheme. By sorting the array $A$ and assuming $|A| \approx n$, the complexity of the algorithm is $O(n + n \log n)$.

To add participants to the scheme, we have two options for assigning ids to new players in $M_{n \times m}$. The first solution is to add a row for each new player in the matrix. As time passes, this approach leads to a big matrix with empty rows and consequently increases the size of identifiers. The second alternative is to use released rows of the disenrolled players. Since we first remove players from the scheme and then update shares of remaining participants, therefore, we can reuse the released ids and assign them to newcomers without leaking any information about the secret. In fact, new players receive updated shares corresponding to those recycled ids.
Share Renewal. This stage consists of two phases. First, initial shares for newcomers or newly activated ids of existing players are generated. After that, players proactively update their shares, while disenrolled ids do not receive any more shares. As a result, old shares corresponding to those inactivated ids would be useless.

Phase-(I):

To update shares in a proactive scheme, a participant must have his previous shares. Suppose we intend to activate a new id in period \( p \) while we do not have its corresponding share in period \( p - 1 \). For the sake of simplicity, assume each participant has one identifier, in that case, this problem can be resolved only if \( t \) participants cooperate together in order to generate the old share for the newcomer, where \( t \) is the threshold.

The initial solution to this problem, named share recovery, was proposed in [11]. That solution is not efficient due to its random shuffling procedure. Saxena et al. [18] propose a non-interactive solution by using bivariate polynomials, named bivariate admission control, but this protocol is secure only under the discrete logarithm assumption. Our solution, called enrollment protocol, is an efficient new construction with unconditional security under the passive adversary model. We assume that this protocol is executed in a single time slot in our social secret sharing scheme.

We first show the Lagrange interpolation formula [20], and then present the enrollment protocol. Suppose \( q \) is a prime number and \( x_1, x_2, ..., x_t \) are distinct elements in \( \mathbb{Z}_q \). In addition, suppose \( f_1, f_2, ..., f_t \) are elements in \( \mathbb{Z}_q \). Then, there is a unique polynomial \( f(x) \in \mathbb{Z}_q[x] \) of degree at most \( t - 1 \) such that \( f(x_i) = f_i \) for \( 1 \leq i \leq t \):

\[
f(x) = \sum_{i=1}^{t} \left( \prod_{1 \leq j \leq t, i \neq j} \frac{x - x_j}{x_i - x_j} \times f_i \right)
\]  

1. First, each player \( P_i \) for \( 1 \leq i \leq t \) computes his corresponding Lagrange interpolation constant.

\[
\gamma_i = \prod_{1 \leq j \leq t, i \neq j} \frac{k - j}{i - j} \quad \text{where } i, j, k \text{ represent players' ids}
\]  

2. After that, each participant \( P_i \) multiplies his share \( \varphi_i \) by his Lagrange interpolation constant, and randomly splits the result into \( t \) portions, i.e., a row in a share-exchange matrix.

\[
\varphi_i \times \gamma_i = \partial_{1i} + \partial_{2i} + \cdots + \partial_{ti} \quad \text{for } 1 \leq i \leq t
\]  

3. Players exchange \( \partial_{ji} \)'s accordingly through pairwise channels. Therefore, each \( P_j \) holds \( t \) values, i.e., a column in the share-exchange matrix. \( P_j \) adds them together and sends the result to \( P_k \).

\[
\sigma_j = \sum_{i=1}^{t} \partial_{ji} \quad \text{where } \partial_{ji} \text{ is the } j^{th} \text{ share-portion of the } i^{th} \text{ participant}
\]  

4. Finally, player \( P_k \) adds these values \( \sigma_j \) for \( 1 \leq j \leq t \) together to compute his share \( \varphi_k \).

\[
\varphi_k = \sum_{j=1}^{t} \sigma_j
\]
Example 7. Assume $t = 3$ and the dealer has generated shares of three players $P_1, P_2,$ and $P_3$ based on $f(x) = 9 + 2x + 5x^2 \in \mathbb{Z}_{13}[x]$, i.e., $\varphi_1 = 3$, $\varphi_2 = 7$, and $\varphi_3 = 8$. After some time, players are asked to create a share for a newcomer (for instance $P_4$) in the absence of the dealer. First each player $P_i$ privately computes $\varphi_i \times \gamma_i$ as follows: $\varphi_1 \times \gamma_1 = 3 \times \frac{(4-2)(4-3)}{(1-2)(1-3)} = 3$, $\varphi_2 \times \gamma_2 = 7 \times \frac{(4-1)(4-3)}{(2-1)(2-3)} = 5$, and $\varphi_3 \times \gamma_3 = 8 \times \frac{(4-1)(4-2)}{(3-1)(3-2)} = 11$. After that, they randomly split the results and exchange them, as shown in the share-exchange matrix $\mathcal{E}_{t \times t}$. Players then compute and send $\sigma_1 = 7$, $\sigma_2 = 4$, and $\sigma_3 = 8$ to $P_4$. Finally, he adds up these values to compute his share $\varphi_4 = 6$.

$$
\mathcal{E}_{t \times t} = \begin{pmatrix}
\partial_{11} & \partial_{21} & \partial_{31} \\
\partial_{12} & \partial_{22} & \partial_{32} \\
\partial_{13} & \partial_{23} & \partial_{33}
\end{pmatrix}
$$

Theorem 8. The presented enrollment protocol is correct and unconditionally secure under the passive adversary model.

Proof. We first show the protocol is correct and then prove its unconditional security. The following computation illustrates that the new value is in fact the $P_k$’s share on $f(x)$, i.e., the correctness.

$$
\varphi_k = \sum_{j=1}^{t} \sigma_j \quad \text{by (5)}
$$

$$
= \sum_{j=1}^{t} \sum_{i=1}^{t} \partial_{ji} = \sum_{i=1}^{t} \sum_{j=1}^{t} \partial_{ji} \quad \text{by (4)}
$$

$$
= \sum_{i=1}^{t} (\varphi_i \times \gamma_i) \quad \text{by (3)}
$$

$$
= \sum_{i=1}^{t} \left( \varphi_i \times \prod_{1 \leq j \leq t, i \neq j} \frac{k-j}{i-j} \right) \quad \text{by (2)}
$$

$$
= f(k) \quad \text{by (1)}
$$

As shown in the enrollment protocol, each $P_i$ first multiplies his share $\varphi_i$ in the corresponding Lagrange interpolation constant $\gamma_i$, and then splits the result into $t$ pieces. We defined the share-exchange matrix $\mathcal{E}_{t \times t}$, where each row shows various fractions of a single share and each column represents portions of different shares that each player receives. In other words, all values in $i^{th}$ row, i.e., $\partial_{1i}, \partial_{2i}, \ldots, \partial_{ti}$, belongs to a single player $P_i$ and all entries in $j^{th}$ column, i.e., $\partial_{j1}, \partial_{j2}, \ldots, \partial_{jt}$, represent values that player $P_j$ receives from other participants.

$$
\mathcal{E}_{t \times t} = \begin{pmatrix}
\partial_{11} & \partial_{21} & \cdots & \partial_{t1} \\
\partial_{12} & \partial_{22} & \cdots & \partial_{t2} \\
\vdots & \vdots & \ddots & \vdots \\
\partial_{1t} & \partial_{2t} & \cdots & \partial_{tt}
\end{pmatrix}
$$

We consider the following two scenarios to see if a coalition of $t - 1$ participants can determine any information regarding the secret.
First, suppose $t - 1$ of $t$ cooperating participants collude. In this case, colluders have access to all entries of $t - 1$ rows. In addition, they also know $t - 1$ entries of the single unknown row because $t - 1$ columns belong to them. Therefore, just one entry remains unknown which prevents colluders to find the newcomer’s share and consequently the secret (as presented in Example 7, if $P_1$ and $P_2$ collude, $\partial_{33} = 5$ in the third row remains unknown).

Second, suppose $t - 2$ of $t$ cooperating participants plus the newcomer collude. In this case, colluders have access to all entries of $t - 2$ rows, in addition, they also know $t - 2$ entries of two unknown rows because $t - 2$ columns belong to them. Therefore, four entries remain unknown. On the other hand, the newcomer also knows the summation of column’s entries for all columns, as a consequence, he can just construct two equations with four unknowns which does not reveal any information about the secret (as presented in Example 7, if $P_1$ and the newcomer $P_4$ collude, $\partial_{22} = 1$ and $\partial_{32} = 2$ in the second row and $\partial_{23} = 2$ and $\partial_{33} = 5$ in the third row remain unknown and $P_4$ can only construct the following two equations: $1 + \partial_{22} + \partial_{23} = 4$ and $1 + \partial_{32} + \partial_{33} = 8$).

\[ \square \]

Phase-(II):

1. To update shares, each player $P_u$ generates a random polynomial $g^u(x) \in \mathbb{Z}_q[x]$ of degree $t - 1$ with a zero constant term.
2. Player $P_u$ then sends $w_i$ shares to $P_i$ for $1 \leq i \leq n$, as shown below, where $\partial_{ij} = im - m + j$ and $m$ is the maximum weight of any participant.

\[ \psi^u_{ij} = g^u(\partial_{ij}) \text{ for } 1 \leq j \leq w_i \]

3. Finally, each player $P_i$ updates his share by adding up the auxiliary shares $\psi^u_{ij}$ to his share $\varphi_{ij}$.

\[ \varphi_{ij} = \varphi_{ij} + \sum_{u=1}^{n} \psi^u_{ij} \text{ for } 1 \leq j \leq w_i \]

Since the constant terms of $g^u(x)$s are zero, therefore, the secret $\zeta$ remains the same and shares of players are updated in order to overcome the mobile adversary [11]. As we mentioned, inactivated ids do not receive any shares at this stage, i.e., they are disenrolled.

### 4.3 Secret Recovery (Rec)

As stated earlier, authorized players are able to recover the secret if their total weight is equal or greater than the threshold, i.e., $\sum_{P_i \in \Delta} w_i \geq t$. In this case, players $P_i \in \Delta$ send their shares $\varphi_{ij}$ for $1 \leq j \leq w_i$ to a selected participant to reconstruct $f(x)$ by Lagrange interpolation, consequently, the secret $f(0) = \zeta$ is recovered.

**Theorem 9.** The social secret sharing scheme $S^4(Sha,Tun,Rec)$ presented in Section 4 is unconditionally secure under the passive mobile adversary model.

**Proof.** The security of $Sha$ and $Rec$ is the same as the security of the Shamir’s secret sharing scheme [19]. The security of the $Tun$ depends on the share renewal step. The first phase is secure as shown in Theorem 8. The second phase is also proven to be secure as illustrated in [11].
5 Active Adversary Model Construction

In this section, we consider the active adversary model, where players may deviate from protocols or collude to reconstruct the secret. We review the verifiable and proactive secret sharing scheme, first proposed in [21] (a flaw in the scheme was fixed in [7]). We modify those protocols accordingly to fit them to our social secret sharing scheme.

First of all, the pairwise check is changed since each participant has multiple shares rather than a single share. Second, the recovery protocol is used to generate new shares for newly activated ids. In the original paper, this protocol is used to reboot corrupted servers after running a detection procedure. Third, the accusation process in the second phase of the share renewal stage is changed to make it applicable for a weighted scheme. More precisely, our construction is a generalization of the proposed scheme in [21, 7], where, in our scheme each player has at most $m \geq 1$ shares while in the initial construction $m = 1$.

We assume that the share renewal step is instantaneous, therefore, the adversary cannot corrupt more participants while shares are being updated. A corrupted participant may send incorrect data to other players both through the public broadcast channel and/or private channels. The modified scheme is secure against $|\nabla|$ colluders who have a total weight of $\xi$ under the following assumption:

$$\xi = \sum_{P_i \in \nabla} w_i : \begin{cases} 
\xi + 1 < t \\
\xi \leq \sum_{i=1}^{n} w_i - 1
\end{cases}$$

As stated earlier, we consider the matrix $M_{n \times m}$ for the participants' identifiers, where $n$ is the maximum number of players and $m$ is the maximum weight of any player. We also define the variable $\vartheta_{ij} = im - m + j$ to generate the entries of matrix $M_{n \times m}$ in the following protocols.

5.1 Secret Sharing (Sha)

The following protocol is initiated by a dealer who is not required to participate in the scheme after the share distribution.

1. Dealer chooses a random symmetric polynomial $f(x, y) \in \mathbb{Z}_q[x, y]$ of degree $t - 1$ in order to send shares $\varphi_{ij}(x) = f(x, \omega^{\vartheta_{ij}})$ to $P_i$ for $1 \leq j \leq w_i$ through a private channel, where $a_{00} = \zeta$.

$$f(x, y) = \sum_{r=0}^{t-1} \sum_{s=0}^{t-1} a_{rs} x^r y^s \text{ and } \forall r, s : a_{rs} = a_{sr}$$

2. To verify distributed shares, players $P_i$ and $P_j$ perform the pairwise checks through secure channels as shown below, where $1 \leq k \leq w_i$ and $1 \leq l \leq w_j$:

$$\varphi_{ik}(\omega^{\vartheta_{jl}}) \equiv \varphi_{jl}(\omega^{\vartheta_{ik}})$$

3. Consequently, if a player $P_i$ finds that the above equation does not hold while checking it with $P_j$, he then broadcasts $(i, j)$, meaning that, $P_i$ is accusing $P_j$. 
4. Each player $P_i$ computes a subset $\Gamma \subseteq \{1, \ldots, n\}$ such that any ordered pair $(i, j) \in \Gamma \times \Gamma$ is not broadcasted. If $|\Gamma| \geq n - |\nabla|$, then $P_i$ outputs $\text{ver}_i = 1$, otherwise, $P_i$ outputs $\text{ver}_i = 0$.

The dealer erases all the data on his end if at least $n - |\nabla|$ players output $\text{ver}_i = 1$, otherwise, he reboots the system for another initialization. It is worth mentioning that, this scheme can tolerate a dishonest dealer. Moreover, a corrupted player may act honestly during Sha because of a future harmful plan, therefore, $\Gamma$ consists of uncorrupted players and possibly malicious players who act honestly during the initialization.

5.2 Social Tuning ($Tun$)

This section is similar to its counterpart in the passive adversary model construction (Section 4). The only difference is the share renewal stage.

Share Renewal. This stage consists of two phases. In the first one, initial shares for newcomers or newly activated ids of existing players are generated, i.e., they are enrolled. Then, in the second phase, players proactively update their shares, while disenrolled ids do not receive any updates.

Phase-(I):

1. Each player $P_i$ where $i \in \Gamma$ sends $\varphi_{ik}(\omega^{\partial_{ik}})$ for $1 \leq k \leq w_i$ to $P_j$ in order to generate his $l^{th}$ shares, that is, $\varphi_{jl}(x)$.
2. After that, player $P_j$ computes a polynomial $\varphi_{jl}(x)$ such that $\varphi_{jl}(\omega^{\partial_{ik}}) = \varphi_{ik}(\omega^{\partial_{ik}})$ for at least $n - 2|\nabla|$ values of $i$.

In fact, share $\varphi_{jl}(x)$ is constructed through the interpolation of pairs $(\omega^{\partial_{ik}}, \varphi_{ik}(\omega^{\partial_{ik}}))$ in the second step. We explain the main reason behind the condition $n - 2|\nabla|$ in Section 5.3.

Phase-(II):

1. To update shares, each player $P_u$ where $u \in \Gamma$ generates a random symmetric polynomial $g^u(x, y) \in \mathbb{Z}_q[x, y]$ of degree $t - 2$ with a zero constant term, i.e., $a_{00} = 0$.

$$g^u(x, y) = \sum_{r=0}^{t-2} \sum_{s=0}^{t-2} a_{rs} x^r y^s \quad \forall r, s : a_{rs} = a_{sr}$$

2. Each $P_u$ sends $\psi_{ik}^u(x) = g^u(x, \omega^{\partial_{ik}})$ by a private channel to $P_i$ for $1 \leq k \leq w_i$. As a result, for every single share $\varphi_{ic}(x)$ of degree $t - 1$, $P_i$ has many auxiliary shares $\psi_{ic}^u(x)$ of degree $t - 2$.
3. To verify the shares distributed by $P_u$, each pair of players $P_i$ and $P_j$ perform the pairwise checks through secure channels, where $1 \leq k \leq w_i, 1 \leq l \leq w_j$ and both $i, j \neq u$:

$$\psi_{ik}^u(\omega^{\partial_{jl}}) \overset{?}{=} \psi_{jl}^u(\omega^{\partial_{ik}})$$

4. If player $P_i$, for instance, finds that $\exists c \in [1, w_i]$ such that $\psi_{ic}^u(\omega^{\partial_{jl}}) \neq \psi_{jl}^u(\omega^{\partial_{ic}})$ for more than $|\nabla|$ values of $j$, he then broadcasts an accusation of $P_u$.
5. If $P_u$ is accused by at most $|\nabla|$ players, accusations could be from colluders. In this case, player $P_u$ can defend himself by broadcasting the shares that he generated for those accusers.

$$\psi_{ic}^u(x) = g^u(x, \omega^{\partial_{ic}}) \quad \text{where} \ i \in \text{accusers' ids}$$
6. Then, other players $P_j$ excluding the conflicting parties $P_u$ and $P_i$, check $\psi_{i_{c}}^{u}(\omega^{\theta_{i_{c}}}) = \psi_{i_{c}}^{u}(\omega^{\theta_{i_{c}}})$ and broadcast yes or no. If, for every broadcasted $\psi_{i_{c}}^{u}(x)$, at least $|\Gamma| - |\Delta| - 1$ players broadcast yes, then $P_u$ is not malicious. In this case, if $P_i$ has a share $\psi_{i_{c}}^{u}(x)$ different from the one that $P_u$ has broadcasted, he stores the broadcasted one.

7. Finally, each participant $P_i$ first updates the list $\Gamma$ of good players who are not found guilty in the previous step, and then updates his shares for $1 \leq k \leq w_i$ as follows:

$$\varphi_{ik}(x) = \varphi_{ik}(x) + (x + \omega^{\theta_{ik}}) \sum_{u \in \Gamma} \psi_{i_{c}}^{u}(x)$$

5.3 Secret Recovery ($\text{Rec}$)

Players are able to recover the secret $\zeta$ at any time by performing the following recovery protocol.

1. Each player $P_i$ where $i \in \Gamma$ sends $\varphi_{ik}(0)$ for $1 \leq k \leq w_i$ to a selected participant $P_j$, that is, the constant terms of shares.

2. After that, the selected player $P_j$ computes a polynomial $f'(0, y)$ such that $f'(0, \omega^{\theta_{ik}}) = \varphi_{ik}(0)$ for at least $n - 2|\Delta|$ values of $i$.

3. In fact, $f'(0, y)$ is part of the original symmetric polynomial $f(x, y)$, therefore, the selected $P_j$ computes the secret $\zeta = f'(0, 0)$.

As we mentioned, the scheme itself can tolerate $|\Delta|$ dishonest players. In addition, a dishonest dealer may cheat on $|\Delta|$ of honest players during $\text{Sha}$ in order to eliminate them from the scheme. As a result, the set $\Gamma$ of good players has at least $n - 2|\Delta|$ members. Therefore, an error correction technique, such as the one proposed in [17], can be used to find the maximum consistent set of shares for the interpolation of $f'(0, y)$.

**Theorem 10.** The social secret sharing scheme $S^4(\text{Sha}, T\text{un}, \text{Rec})$ presented in Section 5 is unconditionally secure under the active mobile adversary model.

**Proof.** The security proofs of the modified protocols are the same as the ones presented in [21, 7].

6 Conclusion

We introduced the notion of a social secret sharing scheme, in which a player’s weight are adjusted based on his reputation and behaviors over time. We demonstrated two constructions based on the passive and active mobile adversary models.

The proposed construction has a variety of desirable properties: it is unconditionally secure, meaning that it does not rely on any computational assumptions; proactive, refreshing shares at each cycle without changing the secret; dynamic, allowing changes to the access structure after the initialization; weighted, allowing the cooperative players to gain more authority in the scheme; and verifiable in the case of the active adversary model.

In addition, the proposed scheme gradually reduces the influence of unreliable participants due to the self-reinforcement property of social interactions among players. In other words, players collaborate with those whom they really trust; conversely, they tend not to cooperate with those whom they do not trust. This issue creates an increasing gap between reliable and unreliable players unless a participant undergoes a sustained change in his behavior. Applications of such a paradigm are: electronic auctions with private bids running by intelligent agents, joint signature, and shared decryption keys.
References