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Abstract—A cross-layer optimization scheme combining retransmission with multiuser diversity is investigated for wireless communications. To this end, the joint design of adaptive modulation and coding (AMC) with the retransmission-based automatic repeat request (ARQ) protocol is first outlined. This design is then employed to devise multiuser scheduling schemes that can optimally capture the available multiuser diversity and retransmission-induced spectral efficiency gain. In addition, the proposed stochastic scheduling algorithms can operate even when the underlying fading channel distribution is unknown a priori while asymptotically converging to the optimum benchmark with guarantees on prescribed fairness and rate/delay requirements for a heterogeneous network traffic. Numerical results are provided to verify the advantage of these novel methods for multiuser transmissions over Nakagami block-fading channels.
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I. INTRODUCTION

T HE ADAPTIVE modulation and coding (AMC) technique has become a key component in wireless transmissions, as indicated by its adoption in current wireless standards, including the IEEE 802.11/15/16 and the 3rd Generation Partnership Project (3GPP) standards [1]–[3]. With AMC, an efficient resource allocation can be effected in wireless networks. Whereas the AMC at the physical (PHY) layer could achieve Shannon’s limit for single-user channels with power and rate adaptation [4], extra degrees of freedom become available with multiuser links and may be exploited at the medium access control (MAC) layer by intelligently scheduling the most reliable channel for transmission. Hence, cross-layer optimization of the AMC and multiuser scheduling can approach the multiuser channel capacity, which, relative to single-user fading links, is enhanced (as the number of users grows) by the so-called multiuser diversity gain without increasing the power or rate. Building on such a cross-layer channel-adaptive approach, a class of “opportunistic” scheduling algorithms has been developed for nonreal-time [5]–[8] and real-time traffic [9]–[12]; see also a unified framework in [13].

In addition to the spatial multiuser diversity, a spectral efficiency gain can also be captured by proper retransmissions over fading channels. The value of this retransmission gain has recently been explored in [14] and [15], where it is shown that the cross-layer combining of the retransmission-based automatic repeat request (ARQ) protocol at the MAC layer with the AMC scheme at the PHY layer can enable considerable spectral efficiency gain for point-to-point wireless links.

Whereas the cross-layer designs in [14] and [15] focused on point-to-point links, the opportunistic multiuser scheduling in [5]–[13] did not account for the possible gain from retransmission. In contrast with these works, we consider incorporating the ARQ retransmission into the design of multiuser scheduling over wireless links. This becomes possible through a novel stochastic optimization approach to devising the stochastic scheduling algorithms based on a joint design of the ARQ protocol and the AMC scheme. With such a cross-layer ARQ–AMC design, the scheduling decisions in the proposed schemes could be significantly different from their counterparts based on transmission rate adaptation with the simple AMC scheme. The convergence analysis for the stochastic schemes in these two cases, however, follows a similar line. As such, this paper provides a novel approach to practical scheduling designs capable of jointly collecting both multiuser diversity and retransmission gain to enhance the spectral efficiency and the network performance for wireless networks with heterogeneous (nonreal-time and real-time) applications. For these applications, the proposed schemes can ensure fairness and quality of service (QoS) by maximizing a suitable utility function of average user rates and/or delays under average rate/delay constraints per user. To cope with the uncertainty in the wireless channel, our novel schemes are also capable of essentially learning the underlying fading channel distribution on the fly.
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and asymptotically converging to the optimal scheduling policy with fairness and QoS guarantees for heterogeneous network traffic. Simulation results are also provided to demonstrate the performance gain of the proposed novel schemes over the existing alternatives.

This paper is organized as follows: We describe the system model under consideration and outline a joint ARQ and AMC design entailing the retransmission-induced spectral efficiency gain in Section II. The optimal multiuser scheduling jointly exploiting the multiuser diversity and the retransmission gain is then developed for nonreal-time, real-time, and heterogeneous network traffic in Section III. Simulation results are presented in Section IV to evaluate the proposed schemes, followed by the conclusions in Section V.

II. SYSTEM MODEL AND A JOINT AMC-ARQ DESIGN

A. Modeling Preliminaries

As depicted in Fig. 1, we consider a star-like wireless network topology, where multiple users are connected to an access point (AP) over wireless links. Notice that this star topology also describes the connections between the relay station and the multiple nodes in mobile ad hoc networks and wireless sensor networks. For specificity, we focus on a downlink setup, where the AP transmits data packets to \( K \) connected users, but our results can be extended to the uplink as well. Packet transmissions from the AP to the users are naturally slot based, and in each slot, the AP communicates with the users using time-division multiplexing.

To schedule active user connections, the AP maintains a separate queue for each incoming packet stream destined to different users, as shown in Fig. 2. An intelligent scheduler at the AP allocates resources among user connections based on the collected channel state information (CSI) and the queue-length information.

For each connection from the AP to a user, multiple transmission modes are available at the PHY layer, with each mode representing a pair of specific modulation format [e.g., 16 quadratic-amplitude modulation (16-QAM)] and an error control code (e.g., a convolutional code), as in the IEEE 802.11/15/16 and 3GPP standards. Based on the CSI fed back from the user, the AMC controller at the AP selects a modulation-coding pair for transmission.

At the MAC layer, the packet error detections rely on cyclic redundancy check (CRC) codes, with which nearly perfect detection can be assumed [16]. Based on CRC detection, an ARQ protocol is implemented. If an erroneous packet is detected, then a retransmission request will be fed back to the AP from the user. A retransmission of the requested packet will then be scheduled by the AP. Each packet from the AP to the 4th user \( k = 1, \ldots, K \) can be retransmitted up to \( N_r \) times upon packet errors. If a packet is not correctly received after \( N_r \) retransmissions, then it is dropped and declared to be lost.

B. Joint Design of AMC With ARQ

Based on the system model, we describe a joint ARQ and AMC design that will be adopted in the development of the proposed multiuser scheduling schemes in the sequel. At the PHY layer, the AP performs AMC based on the given CSI. With \( \rho_0 := 0 \) standing for no transmission (the zeroth mode), \( M + 1 \) AMC modes with rate \( \rho_m \) bits per second per hertz \( m = 0, 1, \ldots, M \) (and \( \rho_m < \rho_{m+1} \)) can be employed for transmissions. Suppose that a prescribed packet error rate (PER) \( \bar{P}_{e,MAC} \) needs to be maintained at the MAC layer to guarantee error performance per AP-user connection. For the given retransmission limit \( N_r \), the PER required at the PHY layer is clearly

\[
\bar{P}_{e,PHY} = (\bar{P}_{e,MAC})^{1/N_r+1}.
\]

With the required \( \bar{P}_{e,PHY} \), AMC selection is carried out per AP-user link. Specifically, based on its received SNR \( \gamma_k \), user \( k \) can determine the optimal AMC mode index number as

\[
m^*(\gamma_k) = \max \left\{ m \mid P_{e,PHY}(m, \gamma_k) \leq \bar{P}_{e,PHY} \right\}
\]

where \( P_{e,PHY}(m, \gamma_k) \) denotes the PER when the \( m \)th AMC mode is used with SNR \( \gamma_k \). Clearly, if user \( k \) is scheduled, then the AP shall transmit using the \( m^*(\gamma_k) \)th mode with rate \( \rho_{m^*(\gamma_k)} \), which is the maximum rate user \( k \) can support under the required \( \bar{P}_{e,PHY} \).

It is easy to see that the PER function \( P_{e,PHY}(m, \gamma_k) \) in (2) is a decreasing function of \( \gamma_k \), i.e., the PER decreases as the SNR \( \gamma_k \) increases for a fixed mode \( m \). On the other hand,
$P_{e,PHY}(m, \gamma_k)$ should be an increasing function of $m$ since the PER, in general, increases if a higher transmission rate is maintained for a given $\gamma_k$ [20]. Therefore, the AMC mode selection rule in (2) indeed partitions the user $k$'s SNR range into $M + 1$ consecutive intervals, where the boundary points $\gamma_{k,m}$ can be obtained by solving $P_{e,PHY}(m, \gamma_k, m) = P_{e,PHY}$, $m = 1, \ldots, M$. With $\gamma_{k,0} := 0$ and $\gamma_{k,M+1} := \infty$, the rule (2) is then equivalent to

$$
m^*(\gamma_k) \text{ is selected for user } k \text{ when } \gamma_k \in \left[\gamma_{k,m}(\gamma_k), \gamma_{k,m+1}(\gamma_k)\right]. \quad (3)$$

In accordance with (3), the AP should not transmit to user $k$ (i.e., $m^*(\gamma_k) = 0$) when $\gamma_k < \gamma_{k,1}$ to avoid a deep fade. Moreover, it is possible to select a larger $m^*(\gamma_k)$ and, thus, a higher rate for a higher $\gamma_k$. Notice that for the AP to perform the desirable AMC selection, user $k$ only needs to feed back the quantized (Q-) CSI $m^*(\gamma_k)$ using $\log_2(M + 1)$ bits.

Finally, it is worth clarifying how retransmission is capable of bringing gain in spectral efficiency. Conventionally, retransmissions are regarded as a scheme ensuring communication reliability at the cost of spectral efficiency. It is true that retransmissions of the same packet incur extra bandwidth consumption. However, this cost can be compensated by a potential gain in spectral efficiency, as follows. Due to the allowance of retransmissions, a packet error will be claimed at the link layer only if multiple (re)transmissions of this packet fail. Therefore, because of the independent fading that those multiple transmissions could experience, the required PER at the physical layer is alleviated. Consequently, a higher rate can be selected by the AMC schemes for transmissions, which leads to a potential spectral efficiency gain.

Specifically, if retransmission is not allowed, then we have $N_c = 0$ in (1), and thus, the PER requirement at the PHY layer coincides with that at the MAC layer, i.e., $P_{e,PHY} = P_{e,MAC}$. On the other hand, with $N_c > 0$ retransmissions allowed, the required $P_{e,PHY} > P_{e,MAC}$ is alleviated for the AMC selection in (2). This implies that for the same SNR $\gamma_k$, the AP may transmit using a mode with a higher rate, which renders better spectral efficiency. Of course, the latter gain should be countered by the possible retransmission of the same packet. However, since the ARQ protocol activates retransmission only when necessary, the composite impact of allowing retransmission can probably entail a gain in spectral efficiency when the parameter $N_c$ is properly selected. In other words, there is likely a retransmission gain available through the judicious utilization of wireless fading channels. This intuition has been corroborated by [14] for point-to-point communications and will be also corroborated by the simulation results in Section IV for multiuser links.

### III. Optimal Multiuser Scheduling

In this section, we build on the joint AMC-ARQ design in Section II to develop novel stochastic scheduling schemes that are capable of jointly collecting the available multiuser diversity and retransmission gain in wireless networks. For our scheduling designs, we adopt the following operating conditions.

**oc-1)** The wireless links between the AP and the users are modeled as frequency-flat block fading channels, where the SNR vector $\gamma := [\gamma_1, \ldots, \gamma_K]^T$ is fixed per slot $n$ but is allowed to vary from slot to slot according to a stationary and ergodic random process with distribution function $F(\gamma)$.

**oc-2)** Each user terminal $k$ has the full information of $\gamma_k \forall k$, and the AP obtains a quantized CSI vector $m^*(\gamma_k) := [m^*(\gamma_1), \ldots, m^*(\gamma_K)]^T$ via a finite-rate feedback from the users per slot $n$.

The block-fading model in oc-1) is widely adopted in communication system design and reflects wireless links with slowly moving terminals in practice [14], [20]. The full receive CSI assumption at users in oc-2) is possible via training-based channel estimation [13], [20], and the quantized transmit CSI at the AP is entailed by the AMC selection rule in (2). Under the operating conditions oc-1) and oc-2), we first consider the scheduling of nonreal-time connections.

#### A. Scheduling Nonreal-Time Traffic

For nonreal-time connections, it is reasonable to assume that all the data arrive and are stored in the queues before scheduling; hence, the queues can be assumed infinitely backlogged for one-hop communications in Fig. 1. Recall that the AP transmits to the users based on time-division multiplexing. Let $\tau(\gamma) := [\tau_1(\gamma), \ldots, \tau_K(\gamma)]^T$ denote the time-sampling fractions of a slot allocated for user $k = 1, \ldots, K$ upon $\gamma$. Assuming, without loss of generality, that the slot duration $T_s = 1$, clearly, a scheduling policy $\tau := (\tau(\gamma), \forall \gamma)$ in the feasible set $\mathcal{F}$ should satisfy $\sum_{k=1}^{K} \tau_k(\gamma) \leq 1 \forall \gamma$. Upon denoting $\bar{\tau}(\tau) := [\bar{\tau}_1(\tau), \ldots, \bar{\tau}_K(\tau)]^T$ as the resultant average user rates for a given policy $\tau$, and selecting a utility function $U(\bar{\tau})$, the optimal scheduler then wishes to solve

$$\max_{\tau \in \mathcal{F}} U\left(\bar{\tau}(\tau)\right) \text{ subject to (s. to) } \bar{\tau}(\tau) \geq \bar{r} \quad (4)$$

where $\bar{r} := [\bar{r}_1, \ldots, \bar{r}_K]^T$ are the minimum average rate requirements to guarantee the QoS of user connection $k = 1, \ldots, K$, and henceforth, the inequalities of vectors are defined as element wise. To ensure the solvers of (4) can in principle attain the global optimum, we assume the following.

A1) The utility function $U(\cdot)$ is selected to be a concave and increasing function.

A2) The set of time allocation policies satisfying $\bar{\tau}(\tau) > \bar{r}$ is not empty.

The concavity of $U$ guarantees that the optimization problem in (4) is a convex optimization. Choosing $U$ to be increasing is reasonable, since the benefit of user $k$ should increase as the average rate $\bar{r}_k$ increases. These justify the assumptions in A1). On the other hand, A2) ensures that the problem in (4) is strictly feasible. It simply requires that the minimum average rate requirements $\bar{r}$ are affordable by the given wireless channels, i.e., $\bar{r}$ belongs to the interior of the achievable average rate region of the channels between the AP and the users. Notice
that the achievable average rates are always bounded due to the finite transmit power; hence, the utility $U$ is also bounded.\footnote{A uniformly bounded $U$ can facilitate the convergence analysis of the proposed stochastic primal–dual iterations since it guarantees a Lipschitz condition for system evaluation \cite{5}.} Assumption A2) can be ensured by a connection admission control scheme, which admits user connections with feasible QoS requests and/or drop connections when their requested QoS cannot be fulfilled (see \cite{13}).

The utility maximization paradigm in \eqref{4} has proven successful in devising efficient and fair-scheduling schemes \cite{6,8,9,13}. In fact, the maximization of a carefully chosen utility function can balance the overall throughput and fairness among users. For instance, using the logarithmic utility function leads to the development of the well-known proportional fair-scheduling algorithm, under which all users are served with equal probability, regardless of their different average SNRs, when there are no minimum rate constraints, i.e., $\hat{r} = 0$ \cite{5}.

Under A1) and A2), the problem in \eqref{4} is a strictly feasible convex optimization problem that can efficiently be solved using rich convex programming tools \cite{21}. Interestingly, this problem can also be tackled via a stochastic primal–dual method without knowing the fading distribution $F(\gamma)$. In this method, we initialize using two vectors $\tilde{r}[0] := [\tilde{r}_1[0], \ldots, \tilde{r}_K[0]]^T$ and $\hat{\lambda}[0] := [\hat{\lambda}_1[0], \ldots, \hat{\lambda}_K[0]]^T$, where $\tilde{r}$ stands for the estimates of the average user rates, and $\hat{\lambda}$ stands for the estimates of Lagrange multipliers associated with the minimum average rate constraints \cite{21}.

With $\tilde{r}[n]$ and $\hat{\lambda}[n]$ available (from the previous iteration) and $m^*(\gamma_k[n]) \forall k$ known at the AP per slot $n$, the scheduler then adopts a “winner-takes-all” strategy, as in the opportunistic scheduling \cite{5,6,9,13}. Specifically, upon denoting $\nabla U(\hat{\lambda}[n]) := [\nabla U_1(\hat{\lambda}[n]), \ldots, \nabla U_K(\hat{\lambda}[n])]^T$ as the gradient (vector) of $U(\hat{\lambda}[n])$, we pick the winner index

$$k^*[n] = \arg \max_{k=1,\ldots,K} \left( \nabla U_k(\hat{\lambda}[n]) + \hat{\lambda}_k[n] \right) m^*(\gamma_k[n]) \tag{5}$$

and assign the entire slot to this winner, i.e.,

$$\hat{r}_k[n] = \begin{cases} 1, & \text{if } k = k^*[n] \\ 0, & \text{if } k \neq k^*[n]. \end{cases} \tag{6}$$

In other words, the optimal policy per slot $n$ is to schedule a user capable of supporting the largest weighted rate, where the user weights are given by $\nabla U_k(\hat{\lambda}[n]) + \hat{\lambda}_k[n] \forall k$. Notice that here the scheduling decision in (5) is based on the rate adaptation $\rho_{m^*(\gamma_k[n])}$ dictated by the joint ARQ–AMC design. This could significantly be different from that based on a simple AMC rate adaptation in, e.g., \cite{5,6,9,13}.

According to (6), the AP transmits to user $k^*[n]$ with a scheduled rate $\rho_{m^*(\gamma_k[n])}$. Taking into account erroneous packet receptions notified by the user, the effective transmit rate $\hat{r}_k[n]$ can be evaluated at the AP. Using $r_k[n]$, the scheduler then updates $\tilde{r}$ and $\hat{\lambda}$ as follows: $\forall k$

$$\hat{r}_k[n+1] = \begin{cases} (1 - \beta)\hat{r}_k[n] + \beta r_k^*[n], & k = k^*[n] \\ (1 - \beta)\hat{r}_k[n], & k \neq k^*[n] \end{cases} \tag{7}$$

where $\beta$ is a small step size, and $[x]^+ := \max(0,x)$. The updated $\hat{r}[n+1]$ and $\hat{\lambda}[n+1]$ will be utilized for the scheduling decision in the next slot.

Notice that $\rho_{m^*(\gamma_k[n])}$ is the transmission rate scheduled for the winner user $k^*$ by the AP, which determines the number of packets to be transmitted at slot $n$. On the other hand, $r_k^*[n]$ is the actual rate received by user $k^*$, which is determined by the number of packets correctly received. Since packet errors can individually be notified, $r_k[n]$ is a number between 0 and $\rho_{m^*(\gamma_k[n])}$. Moreover, it is the actual rate $r_k^*[n]$ that should be used to update the estimate of the average rate $\hat{r}_k[n]$, which will in turn be utilized for the subsequent scheduling decisions. In fact, it follows from the definition of PER $P_{e,PHY}(m, \gamma)$ that these two rates are related by

$$\mathbb{E}[r_k^*[n]] = \rho_{m^*(\gamma_k[n])} (1 - P_{e,PHY}(m^*(\gamma_k[n]), \gamma_k[n])) \tag{9}$$

where we take expectation over the additive noise.

To summarize, the proposed multiuser scheduling algorithm operates as follows.

**Algorithm 1: Scheduling for nonreal-time traffic**

1) Initialize with any $\tilde{r}[0]$ and $\hat{\lambda}[0]$ and per slot $n$.

2) **Repeat** online: With $\tilde{r}[n]$ and $\hat{\lambda}[n]$ available from the last iteration and given the current Q-CSI $m^*(\gamma[n])$, the AP schedules the connections in accordance with the winner-takes-all policy determined by (5) and (6) and then uses (7) and (8) to obtain $\tilde{r}[n+1]$ and $\hat{\lambda}[n+1]$.

Algorithm 1, which is a simple stochastic scheduling algorithm, is also asymptotically optimal. In (7) and (8), $\tilde{r}[n+1]$ and $\hat{\lambda}[n+1]$ are updated based on the instantaneous (i.e., a stochastic estimate of average) rates. For (16), the updates of primal variables (i.e., estimates of average rates) are the same as those in the standard “opportunist” algorithms \cite{5,6,9,13}. In addition, in (8), the way to update dual variables (i.e., estimates of Lagrange multipliers associated with rate constraints) follows a stochastic subgradient projection approach. Hence, overall, the iterations in (7) and (8) follow the greedy primal–dual (GPD) approach originated in \cite{9}, where the convergence of such a scheme was established based on the fluid limit and Lyapunov drift arguments. Specifically, consider the corresponding “fluid-scaled” continuous-time random process $\tilde{r}(t/\beta)$ and $\hat{\lambda}(t/\beta)$ for the discrete-time GPD process $\tilde{r}[n]$ and $\hat{\lambda}[n]$ in (7) and (8) with $n = [t/\beta]$ (i.e., $n$ is the largest integer less than or equal to $t/\beta$). Then, as $\beta \to 0$, a deterministic process called fluid sample path (FSP) arises as the limiting case of the foregoing fluid-scaled process. Assuming that the fading process is Markovian, it can also be shown that any weak limit of the GPD trajectory follows such an FSP with probability 1 as $\beta \to 0$. Since the FSP is asymptotically optimal, which can be proven via a Lyapunov argument under A1) and A2), so is the GPD scheme.
Furthermore, the latter weak convergence result has been enhanced by our recent work in [13] and [17], where it was shown that the iterations in (7) and (8) follow a stochastic feasible direction principle, and their convergence can be established using the stochastic averaging tools in [18]. As a consequence, the Markov assumption can be relaxed, and only the stationarity of the fading in oc-1) is required. Specifically, with $\tilde{r}^* = \tilde{r}(\hat{\tau}_n)$ denoting the optimal solution for (4), under $\lambda(A1)$ and $\lambda(A2)$, the estimate $\hat{r}[n]$ asymptotically converges to $\tilde{r}^*$, i.e., $\lim_{n \to \infty} \hat{r}[n] \to \tilde{r}^*$, in probability as $\beta \to 0$, and the corresponding time allocation converges to the globally optimal allocation for (4). This implies that the stochastic scheduling policy specified in (6) asymptotically converges to the optimal policy solving (4).

From Algorithm 1, the scheduler at the AP “greedily” assigns the entire time per slot to a single winner with the largest weighted rate, where the weight of user $k$ is adaptively provided by $\nabla U_k(\hat{\tau}_n) + \hat{\lambda}_k[n]$. Upon convergence, the optimal scheduling then follows such a winner-takes-all policy with user weights $\nabla U_k(\hat{\tau}_n) + \hat{\lambda}_k[n]$ where $\hat{\lambda}_k[n]$ denotes the optimal Lagrange multiplier. When user $k$ experiences a good channel state, i.e., $\gamma_k[n]$ is large, then its weighted rate becomes large, and it is likely to be scheduled for slot $n$. It is worth clarifying that the term “winner-takes-all” should not be misunderstood. Although one winner is chosen per slot, the optimally scheduled winner (as well as its transmit rate) varies across fading realizations. As the random $\gamma$ varies per slot, the AP can then capitalize on multiuser diversity as it schedules the user terminal with the “best” channel (in terms of the largest weighted rate). On the other hand, the user weights $\nabla U_k(\hat{\tau}_n) + \hat{\lambda}_k[n]$ account for the desirable fairness and prescribed rate requirements. Notice that different from prior works [5]–[13], the joint AMC-ARQ design specified in Section II is incorporated for transmit rate allocation in the proposed scheduling scheme to also collect the retransmission-induced spectral efficiency gain.

Algorithm 1 is valuable since it is arguably as simple as any heuristic scheme. In addition, the value of the proposed scheduling scheme can further be appreciated if we take into account that it operates without knowing the fading distribution $F(\gamma)$ a priori. In other words, the simple stochastic updates in (7) and (8) are capable of learning the fading statistics of the intended wireless links “on-the-fly” and optimally exploiting the available multiuser diversity and retransmission gain with guarantees on the prescribed average rate requirements.

### B. Scheduling Real-Time Traffic

We next consider scheduling for real-time traffic, which remains an active research topic with rich challenges to be tackled. Typically, real-time services, such as video conferencing and streaming, request guarantees on both throughput and latency. Adherence to these requirements necessitates linking delay with rate, which is a task that involves the size of each user’s queue. Whereas we can reasonably assume infinite backlogged queues in nonreal-time scheduling, for real-time traffic, it is necessary to account for queuing delays. Let $\mathbf{q} := [q_1, \ldots, q_K]^T$ denote the vector of the current queue lengths (in bits or packets). For AP transmission based on time-division multiplexing, the time allocation $\mathbf{r}(\mathbf{q}, \mathbf{\gamma}) := [r_1(\mathbf{q}, \mathbf{\gamma}), \ldots, r_K(\mathbf{q}, \mathbf{\gamma})]^T$ now collects the time-sharing fractions of a slot allocated for user $k = 1, \ldots, K$ upon the current queue length vector $\mathbf{q}$ and CSI vector $\mathbf{\gamma}$. Again, a scheduling policy $\mathbf{\tau} := \{\tau(q, \mathbf{\gamma}) \forall q, \mathbf{\gamma}\}$ is feasible, i.e., it is in the feasible set $\mathcal{F}$ if it satisfies $\sum_{k=1}^K \tau_k(q, \mathbf{\gamma}) \leq 1 \forall q, \mathbf{\gamma}$. Notice that in contrast with the nonreal-time case, the time allocation here also depends on the queue length vector $\mathbf{q}$.

For real-time connections, let $\mathbf{a}[n] := [a_1[n], \ldots, a_K[n]]^T$ collect the number of (bit or packet) arrivals during slot $n$ and $\bar{\mathbf{a}} := [\bar{a}_1, \ldots, \bar{a}_K]^T$ denote the average arrival rates. For a given schedule policy $\mathbf{r}(\cdot, \cdot)$, the queue lengths then evolve according to $\forall k = 1, \ldots, K$

$$q_k[n+1] = [q_k[n] - \tau_k(q, \mathbf{\gamma}[n])\rho_m(\gamma_k[n])] + \bar{a}_k[n]$$

(10)

where $\rho_m(\gamma_k)$ is the maximum rate user $k$ can support under the required $P_{\text{PHY}}$, per (2), and thus, $\tau_k(q[n], \mathbf{\gamma}[n])\rho_m(\gamma_k[n])$ represents the possible maximum number of departures for user $k$ under the given scheduling policy. Clearly, the actual departures cannot exceed the current queue length $q_k[n]$; hence, the $\lfloor \cdot \rceil$ operator is enforced in the queue evolution.

Based on the well-known Little’s law [19], the resultant average queuing delays $d(\mathbf{r}) := [d_1(\mathbf{r}), \ldots, d_K(\mathbf{r})]^T$ for a given policy $\mathbf{r}(\cdot, \cdot)$ can be obtained from the expected queue lengths $\forall k = 1, \ldots, K$

$$d_k(\mathbf{r}) = \bar{a}_k \mathbb{E}_{q, \mathbf{\gamma}} \left[ q_k[n+1] \right]$$

(11)

where the average arrival rate $\bar{a}_k$ can be assumed known or can be estimated beforehand when real-time connections maintain a fixed average data rate. The identity (11) relates the average delays with the time schedules and forms a solid basis on which we pursue desirable scheduling algorithms for real-time traffic.

When real-time services demand a fixed data rate, and there is little benefit in providing them with larger rates than what they need, the major objective becomes the minimization of delays (instead of maximizing the spectral efficiency). To guarantee the QoS for real-time connections, suppose that the average user delays need to be controlled under prescribed maximum values in $\mathbf{d} := [d_1, \ldots, d_K]^T$. Upon selecting a utility function $U(\mathbf{d})$, as with (4), the optimal scheduler then wishes to solve

$$\max_{\mathbf{r} \in \mathcal{F}} \mathbf{U}(\mathbf{d}(\mathbf{r})) \quad \text{subject to (s. to)} \quad \mathbf{d}(\mathbf{r}) \leq \mathbf{d} \quad (12)$$

where we assume the following.

A3) The utility function $U(\cdot)$ is selected to be a concave and decreasing function.

A4) The set of time allocation policies satisfying $\mathbf{d}(\mathbf{r}) < \mathbf{d}$ is not empty.

As opposed to (4), here, we maximize a utility function of average user delays to entail fairness among the users. For the same reasons in Section III-A, the chosen utility function $U$ is

2We abuse the notation a little by using $U$ to denote the utility functions for both nonreal-time and real-time traffic, but in general, the chosen utility functions for these two cases are different.
concave. In distinction to A1), here, $U$ is a decreasing function with respect to $d_k \forall k$. This is reasonable, since the benefit of user $k$ should increase as its average delay $d_k$ decreases. As with A2), A4) ensures that the problem (12) is strictly feasible.

Under A3) and A4), again, the problem in (12) can be solved by using a stochastic optimization method such as a primal–dual algorithm without knowing the fading distribution function $F(\gamma)$. In this approach, we initialize with two nonnegative vectors $\hat{d}[0] = [\hat{d}_1[0], \ldots, \hat{d}_K[0]]^T$ and $\hat{\lambda}[0] := [\hat{\lambda}_1[0], \ldots, \hat{\lambda}_K[0]]^T$, where $\hat{d}$ stands for the estimates of the average user delays, and $\hat{\lambda}$ denotes the estimates of Lagrange multipliers associated with the maximum average delay constraints, i.e., $d(\tau) \leq \hat{d}$.

With $\hat{d}[n]$ and $\hat{\lambda}[n]$ available (from the previous iteration) and $m^*(\gamma_k[n])$, $q_k[n] \forall k$, which is known at the AP per slot $n$, the scheduler then adopts a “winner-goes-first” strategy. Specifically, upon denoting $\nabla U(\hat{d}[n]) := [\nabla U_1(\hat{d}[n]), \ldots, \nabla U_K(\hat{d}[n])]^T$ as the gradient (vector) of $U(\hat{r}[n])$, we calculate the weighted rate per user as

$$\hat{\omega}_k[n] := \hat{a}_k^{-1} \left( -\nabla U_k(\hat{d}[n]) + \hat{\lambda}_k[n] \right) \rho_{m^*(\gamma_k[n])} \forall k$$  \tag{13}

where the adaptive weight per user

$$\hat{\omega}_k[n] := \hat{a}_k^{-1} \left( -\nabla U_k(\hat{d}[n]) + \hat{\lambda}_k[n] \right)$$

is always nonnegative since $U$ is a decreasing function per A3), and $\hat{\lambda}_k$ is a nonnegative Lagrange multiplier associated with an inequality constraint.

Based on (13), we sort the users in the decreasing order of the weighted rates to obtain an index vector $u[n] := [u_1[n], \ldots, u_K[n]]^T$, such that $\hat{\omega}_{u_k}[n] \rho_{m^*(\gamma_{u_k}[n])} \geq \hat{\omega}_{u_{k+1}}[n] \rho_{m^*(\gamma_{u_{k+1}}[n])} \forall k \in [1, K - 1]$. Then, the optimal scheduling policy is to allocate to the user $u_k[n]$

$$\tau_{u_k}^*(q[n], \gamma[n]) = \min \left( \frac{q_{u_k}[n]}{\rho_{m^*(\gamma_{u_k}[n])}} + 1 - \sum_{j=1}^{k-1} \tau_{u_j}^*(q[n], \gamma[n]) \right).$$  \tag{14}

Basically, this is a “winner-goes-first” policy, where the scheduler first considers assigning the entire slot to user $u_1[n]$ with the maximum weighted rate per joint queue and channel realization $(q[n], \gamma[n])$. If only part of the slot is required to serve all the data in $u_1[n]$’s queue, however, then the remaining time will be assigned to user $u_2[n]$, which has the second largest weighted rate. This allocation continues until the entire slot is assigned or the data in all the user queues are cleared. Different from the “winner-takes-all” policy for the nonreal-time case, here, the scheduling policy in (14) depends on the queue sizes. It can be shown that such a policy maximizes the marginal increase of the utility $U(\hat{d}[n + 1]) - U(\hat{d}[n])$ for the given $\hat{d}[n], \hat{\lambda}[n], q[n]$, and $\gamma[n]$ (see [13] and [17]).

According to (14), the AP schedules to evacuate $\tau_{u_k}^*(q[n], \gamma[n]) \rho_{m^*(\gamma_{u_k}[n])}$ bits or packets from user $k$’s queue. Taking into account erroneous packet receptions notified by the user, the AP can evaluate the actual departure $r_k[n]$, whose expected value is approximately

$$\mathbb{E}[r_k[n]] = \tau_{u_k}^*(q[n], \gamma[n]) \rho_{m^*(\gamma_{u_k}[n])} \times (1 - P_{e, \text{PHY}}(m^*(\gamma_{u_k}[n]), \gamma_{u_k}[n]))$$

where the expectation is over the noise. Based on the actual departures $r_k[n]$, the queues evolve according to

$$q_k[n + 1] = q_k[n] - r_k[n] + a_k[n] \forall k.$$  \tag{15}

With $q_k[n + 1]$, the scheduler can then update $\forall k$

$$\hat{d}_k[n + 1] = (1 - \beta)\hat{d}_k[n] + \beta q_k[n + 1]/\bar{a}_k$$  \tag{16}

$$\hat{\lambda}_k[n + 1] = \left[ \hat{\lambda}_k[n] + \beta \left( q_k[n + 1]/\bar{a}_k - \hat{d}_k[n] \right) \right]^{+}$$  \tag{17}

where $\beta$ is a small step size. The updated $\hat{d}_k[n + 1]$ and $\hat{\lambda}_k[n + 1]$ will be utilized for the scheduling decision in the next slot.

To summarize, the proposed scheduling algorithm operates as follows.

\begin{enumerate}
    \item \textbf{Initialize} with any nonnegative $\hat{d}[0]$ and $\hat{\lambda}[0]$ and per slot $n$.
    \item \textbf{Repeat online:} With $\hat{d}[n]$ and $\hat{\lambda}[n]$ available from the last iteration and given the current queue length vector $q[n]$ as well as Q-CSI $m^*(\gamma[n])$, the AP schedules the connections in accordance with the winner-goes-first policy determined by (14) and then uses (16) and (17) to obtain $\hat{d}[n + 1]$ and $\hat{\lambda}[n + 1]$.
\end{enumerate}

In (16) and (17), the updates of $\hat{d}[n + 1]$ and $\hat{\lambda}[n + 1]$ are based on the instantaneous (i.e., a stochastic estimate of average) delays $q_k[n + 1]/\bar{a}_k$. (Recall the relation between the queue length and the delay by Little’s law.) As with (7) and (8), the iterations in (16) and (17) follow a GPD approach. Thus, it can be shown that the stochastic scheduling policy specified in (14) can asymptotically converge to the policy maximizing the utility with average delay guarantees in (12) under A3) and A4).

In the proposed scheduling policy (14), the scheduler at the AP adopts a greedy “winner-goes-first” strategy that assigns time fractions to users per slot in a decreasing order of the weighted user rates. Clearly, when user $k$ experiences a good channel state, i.e., $\gamma_k[n]$ is large, then its weighted rate becomes large, and it is likely to go first, i.e., it is first scheduled for slot $n$. As the random $\gamma$ varies per slot, the AP can then capitalize on multiuser diversity as it first schedules the user terminals with the “best” channels (in terms of large weighted rate). On the other hand, the user weights $\hat{\omega}_k[n] := \hat{a}_k^{-1} \left( -\nabla U_k(\hat{d}[n]) + \hat{\lambda}_k[n] \right)$ are adapted to account for the desirable fairness and prescribed maximum average delay requirements. In addition, with the joint AMC-ARQ design incorporated for transmit-rate
allocation, the proposed scheduling scheme again capitalizes on the retransmission-induced spectral efficiency gain. Overall, the simple stochastic Algorithm 2 is capable of learning the fading statistics of the intended wireless links “on-the-fly” and optimally exploiting the available multiuser diversity and retransmission gain for real-time scheduling. This is a universal approach to utility-based scheduling for a real-time traffic with stationary packet arrival process, and it overcomes the limitations of existing alternatives, e.g., the alternatives in [22] that only work for a linear utility function with Poisson arrival process or generic concave utility but without new arrivals.

C. Scheduling Heterogeneous Traffic

The common utility maximization paradigm for nonreal-time and real-time scheduling naturally suggests a unified approach to scheduling heterogeneous traffic with a mixture of nonreal-time and real-time scheduling. This is a universal approach to utility-based scheduling for a real-time traffic with stationary packet arrival process, and it overcomes the limitations of existing alternatives, e.g., the alternatives in [22] that only work for a linear utility function with Poisson arrival process or generic concave utility but without new arrivals.

Specifically, per slot we compare the weighted rates $\hat{r} := \{\hat{r}_1, \ldots, \hat{r}_I\}^T$ and $\hat{d} := \{\hat{d}_1, \ldots, \hat{d}_J\}^T$ denote the average rates and delays for $I$ nonreal-time and $J$ real-time connections, respectively. With selected utility functions $U_{nrt}(\hat{r})$ and $U_{rt}(\hat{d})$, we then wish to solve

$$\max_{\tau \in \mathcal{F}} U_{nrt}(\hat{r}(\tau)) + U_{rt}(\hat{d}(\tau)) \quad \text{s.t.} \quad \hat{r}(\tau) \geq \hat{r}, \quad \hat{d} \leq \hat{d}$$

where $\hat{r} = \{\hat{r}_1, \ldots, \hat{r}_I\}^T$ and $\hat{d} = \{\hat{d}_1, \ldots, \hat{d}_J\}^T$ denote the prescribed minimum average rate and maximum average delay requirements, respectively.

To solve (18), stochastic scheduling for heterogeneous traffic is obtained by simply combining Algorithms 1 and 2. Specifically, per slot $n$, we compare the weighted rates $\sum_{i=1}^{I} \alpha_i (\lambda_i[n] + \rho_m (\gamma_i[n]))$ or $\sum_{j=1}^{J} \gamma_{pm} (\hat{r}[n] + \tilde{\lambda}_j[n])$. If the winner user with maximum weighted rate is a non-real-time user, then we assign to this user the entire slot, or if the winner user is a real-time user, then we allocate the remaining time among the other users with the same rule only if part of the slot is required to serve all the data in this user’s queue. All $\hat{r}_i[n], \lambda_i[n], \hat{d}_j[n], \gamma_{pm}$ are then updated in accordance with this allocation, as in (7) and (8) and (16) and (17). This constitutes a stochastic scheme that can jointly capture the multiuser diversity and retransmission gain in scheduling heterogeneous traffic.

IV. NUMERICAL RESULTS

In this section, we test the proposed schemes in a simulated IEEE 802.16 downlink, where the system bandwidth is $B = 1$ MHz, and the slot length is $T_s = 1.08$ ms. The user fading processes are independent and subject to the general Nakagami-m flat fading with average SNR $\gamma_k$, i.e., the instantaneous SNR $\gamma_k$ per slot is a random variable distributed according to a Gamma probability density function

$$f(\gamma_k) = \frac{m^{m/m-1}}{\Gamma(m)} \exp\left(\frac{-m\gamma_k}{\gamma_k}\right)$$

where $\Gamma(m) = \int_0^\infty t^{m-1} e^{-t}dt$ is the Gamma function, and $m \geq 1/2$ is the Nakagami fading parameter. In all the simulations, we assume that the Nakagami fading parameter $m = 1$, and construct a per-slot retransmission gain for real-time scheduling. This is a unified approach to utility-based scheduling for a real-time traffic with stationary packet arrival process, and it overcomes the limitations of existing alternatives, e.g., the alternatives in [22] that only work for a linear utility function with Poisson arrival process or generic concave utility but without new arrivals.

TABLE I

<table>
<thead>
<tr>
<th>Modulation</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
<th>Mode 5</th>
<th>Mode 6</th>
<th>Mode 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rate (bits/sec/Hz)</td>
<td>BPSK</td>
<td>QPSK</td>
<td>8-QAM</td>
<td>16-QAM</td>
<td>32-QAM</td>
<td>64-QAM</td>
<td>128-QAM</td>
</tr>
<tr>
<td>$\alpha_m$</td>
<td>67.7328</td>
<td>73.8279</td>
<td>58.7332</td>
<td>55.9137</td>
<td>50.8552</td>
<td>42.5594</td>
<td>40.2559</td>
</tr>
<tr>
<td>$g_m$</td>
<td>0.9819</td>
<td>0.4945</td>
<td>0.1641</td>
<td>0.0989</td>
<td>0.0381</td>
<td>0.0235</td>
<td>0.0094</td>
</tr>
<tr>
<td>$\gamma_{pm}$ (dB)</td>
<td>6.3281</td>
<td>9.3945</td>
<td>15.8947</td>
<td>16.0938</td>
<td>20.1103</td>
<td>22.0340</td>
<td>25.9677</td>
</tr>
</tbody>
</table>

We abuse the notation to use $m$ to denote the Nakagami parameter only in this paragraph; this should not be confused with the mode index $m$ used throughout the paper.
Fig. 3. Spectral efficiency for different $N_r$ values when the number of users $K = 1$ and $K = 4$.

Fig. 4. Average rate evolutions for the proposed nonreal-time scheduling scheme. (Dashed lines indicate $\hat{\bar{r}}_k = 500$ kbps.)

Fig. 5 depicts the resultant spectral efficiency when different $N_r$ values are adopted for single-user ($K = 1$) and multiuser ($K = 4$) cases. It is shown that only allowing $N_r = 1$ retransmissions can bring about $2$-dB SNR improvement in spectral efficiency for both single-user and multiuser cases thanks to the retransmission gain, whereas such an improvement quickly degrades as $N_r$ increases [14]. It is also evident that the multiuser diversity is capable of bringing significant gain since the spectral efficiency for the four-user case presents a $5$-dB gain over that of the single-user case. Overall, the combination of multiuser diversity and retransmission gain can account for the $7$-dB increment in spectral efficiency in this example.

**Test Case 2:** We assume that there are $K = 2$ nonreal-time users with average SNRs: $\gamma_1 = 10$ dB and $\gamma_2 = 8$ dB. The utility function is chosen as $U(r) := \sum_{k=1}^{K} \ln(\bar{r}_k)$. We consider two cases: 1) There are no rate requirements, and 2) the minimum average rate requirements for the users are $\bar{r}_k = 500$ kbps $\forall k$. For both cases, Fig. 4 depicts the evolution of $\hat{\bar{r}}_k[n]$ in (7) when a step size $\beta = 0.001$ is employed. It is clear that as the number of slots $n$ grows, the average user rates converge. When there are no rate requirements, the average user rates converge to around $\bar{r}_1 \approx 700$ kbps and $\bar{r}_2 \approx 450$ kbps, which maximize the selected utility function. With the selected logarithmic utility, the proposed scheme indeed performs a proportional fair-scheduling. The two users are served with equal probability. User 1 results in a higher average rate than user 2 simply because the former has a better average channel quality, i.e., average SNR. When minimum rate requirements $\bar{r}_k = 500$ kbps are present, the average user rates converge to around $\bar{r}_1 \approx 600$ kbps and $\bar{r}_2 \approx 500$ kbps, i.e., both rate requirements are met. In contrast to case 1, these rates maximize the selected utility function under the conditions $\bar{r}_k \geq \bar{r}_k \forall k$. To this end, we sacrifice some resources for user 1 in case 1 to guarantee the average rate requirement for user 2. The results for case 2 clearly demonstrate that the proposed scheme approaches the optimal schedules with QoS guarantees. Notice that $\hat{\bar{r}}_k[n]$ converges to the exact $\bar{r}^*$ only when a vanishing $\beta = 0$ is adopted.

For a constant $\beta > 0$, $\hat{\bar{r}}_k[n]$ will reach the neighborhood of the optimal $\bar{r}^*$ and hover around it. This explains the variation of $\bar{r}_k[n]$ after convergence in Fig. 4.

**Test Case 3:** We now consider a downlink where there are $K = 2$ real-time user connections with average SNRs: $\gamma_1 = 10$ dB, and $\gamma_2 = 12$ dB. The arrival processes to user queues are assumed to be Bernoulli distributed with given average rates $\bar{a}_k$ and parameters $\bar{a}_k \in (0, 1)$ [11]. As a result, the instantaneous arrival rate at time slot $n$ for user $k$ is given by

$$a_k[n] = \begin{cases} 0, & \text{with probability } \pi_k \\ \bar{a}_k/(1 - \pi_k), & \text{with probability } 1 - \pi_k. \end{cases}$$

The parameters for the arrival processes are set to $\bar{a}_1 = 300$ kbps, $\pi_1 = 0.6$, and $\bar{a}_2 = 300$ kbps, $\pi_2 = 0.4$. The utility function is chosen as $U(d) := \sum_{k=1}^{K} (-d_k^2)$, and the maximum average delay requirements for the users are $d_k^* = 4.0$ ms $\forall k$. Fig. 5 depicts the evolution of $\bar{d}_k[n]$ in (16) when a step-size $\beta = 0.001$ is employed for the following: 1) $N_r = 0$, i.e., no retransmission allowed, and 2) retransmission limit $N_r = 2$, respectively. It is shown that as the number of slots $n$ grows, the average user delays converge. When retransmissions are not allowed, the resultant average delay for user 1 is higher than the prescribed maximum value, i.e., the QoS cannot be guaranteed. On the other hand, allowing $N_r = 2$ retransmissions results in lower average delays for both users compared with the $N_r = 0$ case. The average delay requirements for both users are fulfilled thanks to the retransmission gain incorporated in the proposed scheduling scheme.

**Test Case 4:** Finally, we suppose that there are $K = 4$ active users. Among them, users 1 and 2 have real-time connections with Bernoulli-distributed arrival processes determined by parameters $\bar{a}_1 = 300$ kbps, $\pi_1 = 0.6$, $\bar{a}_2 = 300$ kbps, and
\[ \pi_2 = 0.4, \] and maximum average delay requirements \( \bar{d}_1 = d_2 = 4 \text{ ms}. \] Users 3 and 4 have nonreal-time connections with minimum average rate requirements \( \bar{r}_3 = \bar{r}_4 = 300 \text{ kb/s}. \) For real-time users 1 and 2, we set \( U_{rt}(d) = \sum_{k=1}^{2} (-\bar{d}_k), \) and for nonreal-time users 3 and 4, we set \( U_{nrt}(r) = \sum_{k=3}^{4} \ln(\bar{r}_k). \) Fig. 6 depicts the evolution of \( \tilde{d}_k[n] \) or \( \tilde{r}_k[n] \) when a step-size \( \beta = 0.001 \) is employed for the following: 1) \( N_r = 0, \) i.e., no retransmission allowed, and 2) retransmission limit \( N_r = 2, \) respectively. Convergence of the average rates and delays is clearly shown. When retransmissions are not allowed, the resultant average delay for user 1 is higher than the prescribed maximum value, and the resultant average delay for user 4 is less than the prescribed minimum value; hence, QoS cannot be guaranteed for these two users. This is because that when the retransmission gain is not exploited, the intended wireless channel cannot afford the requested QoS, i.e., a feasible time allocation satisfying conditions A2) and A4) does not exist. With retransmissions incorporated by allowing \( N_r = 2, \) the user rate and delay performance is significantly improved. In this case, all the users’ QoS are met. Fig. 6 reveals that the proposed stochastic scheme is capable of exploiting the retransmission gain in addition to multiuser diversity for the QoS-guaranteed scheduling of the heterogeneous network traffic.

V. CONCLUSION

Making use of stochastic optimization tools and principles, we have incorporated retransmissions in multiuser wireless links and described a class of novel scheduling algorithms that are capable of jointly collecting the available multiuser diversity and retransmission gain to enhance the overall network performance. The stochastic scheduling schemes presented are simple to operate, even when the underlying fading channel distribution is unknown a priori, and asymptotically guarantee the prescribed fairness and rate/delay requirements for a heterogeneous network traffic. These promising features make the proposed scheduling algorithms an attractive candidate for current and future wireless standards.
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